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FORMAL GRAMMARS OF
12 ENGLISH

Sentence
NP VP
the man Verb NP
to.ok the book

The first context-free grammar parse tree
(Chomsky, 1956)

If on a winter’s night a traveleby Italo Calvino

Nuclear and Radiochemisttyy Gerhart Friedlander et al.
The Fire Next Timéy James Baldwin

A Tad Overweight, but Violet Eyes to Die Hay G. B. Trudeau
Sometimes a Great Notidiy Ken Kesey

Dancer from the Dancby Andrew Holleran

Six books in English whose titles are not con-
stituents, from Pullum (1991, p. 195)

The study of grammar has an ancient pedigree; Panini’s gearafitanskrit was writ-

ten over two thousand years ago, and is still referencedytodéeaching Sanskrit.

By contrast, Geoff Pullum noted in a recent talk that “almegtrything most edu-
cated Americans believe about English grammar is wrongthisichapter we make a
preliminary stab at addressing some of these gaps in ourlkdge of grammar and
syntax, as well as introducing some of the formal mechanisratsare available for
capturing this knowledge.

SYNTAX The wordsyntax comes from the Greegyntaxis meaning “setting out together
or arrangement”, and refers to the way words are arrangestheg We have seen
various syntactic notions in previous chapters. The regaleguages introduced in
Ch. 2 offered a simple way to represent the ordering of sérioigwords, and Ch. 4
showed how to compute probabilities for these word sequen€i. 5 showed that
part-of-speech categories could act a kind of equivalelass ¢or words. This chapter
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and the following ones introduce sophisticated notionsyafax and grammar that go
well beyond these simpler notions. In this chapter, we thige three main new ideas:
constituency, grammatical relations, andsubcategorization and dependency

The fundamental idea of constituency is that groups of wondy behave as a
single unit or phrase, called a constituent. For example vllesee that a group of
words called anoun phrase often acts as a unit; noun phrases include single words
like sheor Michael and phrases likéhe houseRussian Hil] anda well-weathered
three-story structureThis chapter will introduce the use obntext-free grammars a
formalism that will allow us to model these constituencyt$ac

Grammatical relations are a formalization of ideas from traditional grammar such
assUBJECTSsandOBJECTS and other related notions. In the following sentence the
noun phras&heis thesuBJEcTanda mammoth breakfas theoBJECT

(12.1)  She ate a mammoth breakfast.

Subcategorizationand dependency relationsrefer to certain kinds of relations
between words and phrases. For example the waritcan be followed by an infini-
tive, as inl want to fly to Detroif or a noun phrase, as iwant a flight to Detroit But
the verbfind cannot be followed by an infinitive' found to fly to Dallag. These are
called facts about theubcategorizatioof the verb.

As we’'ll see, none of the syntactic mechanisms that we'veudised up until now
can easily capture such phenomena. They can be modeled marehnatturally by
grammars that are based on context-free grammars. Cdnéexgrammars are thus
the backbone of many formal models of the syntax of naturajuage (and, for that
matter, of computer languages). As such they are integrabtoy computational appli-
cations including grammar checking, semantic interpi@tadialogue understanding
and machine translation. They are powerful enough to exmeghisticated relations
among the words in a sentence, yet computationally traetbugh that efficient al-
gorithms exist for parsing sentences with them (as we waél iseCh. 13). Later in
Ch. 14 we'll show that adding probability to context-fre@ugmmars gives us a model
of disambiguation, and also helps model certain aspectarofin parsing.

In addition to an introduction to the grammar formalismstbihapter also provides
an brief overview of the grammar of English. We have choseonaain which has rel-
atively simple sentences, the Air Traffic Information Syst@&TIS) domain (Hemphill
etal., 1990). ATIS systems are an early example of spokeyutege systems for help-
ing book airline reservations. Users try to book flights bypwrsing with the system,
specifying constraints likéd like to fly from Atlanta to DenverThe U.S. government
funded a number of different research sites to collect datbbaiild ATIS systems in
the early 1990s. The sentences we will be modeling in thigptelare drawn from the
corpus of user queries to the system.

12.1 (GONSTITUENCY

NOUN PHRASE How do words group together in English? Considertiben phrase a sequence of
words surrounding at least one noun. Here are some exanfpiesio phrases (thanks
to Damon Runyon):
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Harry the Horse a high-class spot such as Mindy’s
the Broadway coppers the reason he comes into the Hot Box
they three parties from Brooklyn

PREPOSED
POSTPOSED

How do we know that these words group together (or “form darestits”)? One
piece of evidence is that they can all appear in similar stitt@nvironments, for
example before a verb.

three parties from Brooklyarrive. ..

a high-class spot such as Mind#racts ..
the Broadway coppetsve. ..

theysit

But while the whole noun phrase can occur before a verb,shist true of each of
the individual words that make up a noun phrase. The follgvére not grammatical
sentences of English (recall that we use an asterisk (*) ik finagments that are not
grammatical English sentences):

*from arrive... *asattracts..
*theis... *spotis. ..

Thus to correctly describe facts about the ordering of thesels in English, we must
be able to say things likeN‘oun Phrases can occur before vetbs

Other kinds of evidence for constituency come from what atked preposedor
postposedconstructions. For example, the prepositional phi@seseptember sev-
enteenthcan be placed in a number of different locations in the follmpexamples,
including preposed at the beginning, and postposed at tiite en

On September seventeentt like to fly from Atlanta to Denver
I'd like to fly on September seventeefribm Atlanta to Denver
I'd like to fly from Atlanta to Denveion September seventeenth

But again, while the entire phrase can be placed differetitlyindividual words
making up the phrase cannot be:

*On Septembenr’d like to fly seventeentlirom Atlanta to Denver
*On I'd like to fly September seventeerfitom Atlanta to Denver
*I'd like to fly on Septembefrom Atlanta to Denver seventeenth

Section 12.6 will give other motivations for context-fremmmars based on their
ability to model recursive structures. See Radford (1988)feirther examples of
groups of words behaving as a single constituent.

12.2 OONTEXT-FREE GRAMMARS

CFG

The most commonly used mathematical system for modelingtitoant structure in
English and other natural languages is@mtext-Free Grammar, or CFG. Context-
free grammars are also call&hrase-Structure Grammars, and the formalism is
equivalent to what is also calleBackus-Naur Form or BNF. The idea of basing
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a grammar on constituent structure dates back to the psygisolwWilhelm Wundt
(1900), but was not formalized until Chomsky (1956) and,epehdently, Backus
(1959).
RULES A context-free grammar consists of a setrolies or productions, each of which
expresses the ways that symbols of the language can be grangerdered together,
texcon  and alexicon of words and symbols. For example, the following produdierpress
v that aNP (or noun phrase), can be composed of eithePaoperNounor a determiner
(Det) followed by aNominal a Nominalcan be one or mordours.

NP — Det Nominal
NP — ProperNoun
Nominal — Noun | Nominal Noun

Context-free rules can be hierarchically embedded, so weaabine the previous
rules with others like the following which express facts abibe lexicon:

Det — a
Det — the
Noun — flight

The symbols that are used in a CFG are divided into two cla3$essymbols that
TERMINAL  correspond to words in the language (“the”, “nightclub® aalledterminal symbols;
the lexicon is the set of rules that introduce these ternsipiadbols. The symbols that
NON-TERMINAL  express clusters or generalizations of these are catladerminals. In each context-
free rule, the item to the right of the arrow-{) is an ordered list of one or more
terminals and non-terminals, while to the left of the arr@aai single non-terminal
symbol expressing some cluster or generalization. Notiaein the lexicon, the non-
terminal associated with each word is its lexical categoryart-of-speech, which we
defined in Ch. 5.

A CFG can be thought of in two ways: as a device for generagmgences, and
as a device for assigning a structure to a given sentenceaW/ihss same dualism in
our discussion of finite-state transducers in Ch. 3. As ageoe we can read the
arrow as “rewrite the symbol on the left with the string of $yots on the right”.

So starting from the symbol: NP,
we can use rule 12.2 to rewriP as: Det Nominal
and then rule 12.2: Det Noun
and finally via rules 12.2 and 12.2 as: a flight
DERIVED We say the string flight can bederived from the non-terminaNP. Thus a CFG

can be used to generate a set of strings. This sequence axpa@sions is called a
oervarion  derivation of the string of words. It is common to represent a derivabigra parse
rrseTREE  tree (commonly shown inverted with the root at the top). Fig. 12hbws the tree

representation of this derivation.

In the parse tree shown in Fig. 12.1 we say that the ididémmediately dom-
MMEDINEY  inatesthe nodeDet and the nod&Nom We say that the noddP dominatesall the
DOMINATES nodes in the treedet, Nom Noun a, flight).
The formal language defined by a CFG is the set of strings teaderivable from
smrrsymeoL  the designatedtart symbol. Each grammar must have one designated start symbol,
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NP
N

Det Nom
| |

a Noun
|

flight

Figure 12.1 A parse tree for “a flight”.

VERB PHRASE

which is often calle. Since context-free grammars are often used to define ssgen
Sis usually interpreted as the “sentence” node, and the sdtinfjs that are derivable
from Sis the set of sentences in some simplified version of English.

Let's add to our list of rules a few higher-level rules thapardS, and a couple of
others. One will express the fact that a sentence can carigistoun phrase followed
by averb phrase

S — NP VP | prefer a morning flight

A verb phrase in English consists of a verb followed by assbather things; for
example, one kind of verb phrase consists of a verb followea boun phrase:

VP — Verb NP prefer a morning flight

Or the verb phrase may have a verb followed by a noun phrasea amdpositional
phrase:

VP — Verb NP PP leave Boston in the morning
Or the verb may be followed by a prepositional phrase alone:
VP — Verb PP leaving on Thursday
A prepositional phrase generally has a preposition follbtwe a noun phrase. For
example, a very common type of prepositional phrase in thESAbrpus is used to
indicate location or direction:

PP — Preposition NP from Los Angeles

TheNPinside aPP need not be a locatio,Psare often used with times and dates,
and with other nouns as well; they can be arbitrarily compld&re are ten examples
from the ATIS corpus:

to Seattle on these flights

in Minneapolis about the ground transportation in Chicago
on Wednesday of the round trip flight on United Airlines

in the evening of the AP fifty seven flight

on the ninth of July with a stopover in Nashville
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BRACKETED
NOTATION

(12.2)

Noun — flights| breezg trip | morning| ...
Verb — is| prefer| like| need| want| fly
Adjective — cheapest non—stop| first | latest
| other| direct] ...
Pronoun — me| || you| it | ...
Proper-Noun — Alaska| Baltimore| Los Angeles
| Chicago| United| American| ...
Determiner — the| a| an| this| these that| ...
Preposition — from| to| on| near| ...
Conjunction — and| or | but| ...

Figure 12.2  The lexicon for.%.

S — NPVP | + want a morning flight

NP — Pronoun I
| Proper-Noun Los Angeles
| DetNominal  a+ flight

Nominal — Nominal Noun morning + flight

| Noun flights

VP — Verb do
| Verb NP want + a flight
| Verb NP PP leave + Boston + in the morning
| VerbPP leaving + on Thursday

PP — Preposition NP from + Los Angeles

Figure 12.3  The grammar for, with example phrases for each rule.

Fig. 12.2 gives a sample lexicon and Fig. 12.3 summarizegrdramar rules we've
seen so far, which we'll cally. Note that we can use the or-symbab indicate that
a non-terminal has alternate possible expansions.

We can use this grammar to generate sentences of this “An@dhge”. We start
with S expand it toNP VP, then choose a random expansionN# (let's say tol),
and a random expansion &P (let's say toVerb NP, and so on until we generate the
string| prefer a morning flight Fig. 12.4 shows a parse tree that represents a complete
derivation ofl prefer a morning flight

It is sometimes convenient to represent a parse tree in a ownpact format
calledbracketed notation, essentially the same as LISP tree representations; here is
the bracketed representation of the parse tree of Fig. 12.4:

[sInp [Pro 1Tl [ vp [v prefer] [np [pet @l [Nom [N morning] [nom [n flight]]]]]]
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GRAMMATICAL

UNGRAMMATICAL

GENERATIVE
GRAMMAR

S
NP VP
| /\
Pro verp NP
|
I prefer pet Nom

| /\

a Nom Noun

| |
Noun flight
|

morning

Figure 12.4 The parse tree for “I prefer a morning flight” according torgraar.%;.

A CFG like that of.%, defines a formal language. We saw in Ch. 2 that a formal
language is a set of strings. Sentences (strings of wordst#m be derived by a gram-
mar are in the formal language defined by that grammar, andadiexlgrammatical
sentences. Sentences that cannot be derived by a givenl fgranamar are not in the
language defined by that grammar, and are referred tmgsammatical. This hard
line between “in” and “out” characterizes all formal langea but is only a very simpli-
fied model of how natural languages really work. This is beeadetermining whether
a given sentence is part of a given natural language (saydbhgiften depends on the
context. In linguistics, the use of formal languages to nhad&ural languages is called
generative grammar, since the language is defined by the set of possible serstence
“generated” by the grammar.

12.2.1 Formal definition of context-free grammar

We conclude this section by way of summary with a quick foriahkecription of a
context-free grammar and the language it generates. A xtefiee grammaiG is
defined by four parametelg %, P, S( technically “is a 4-tuple”):

N  aset ofnon-terminal symbols (or variables)
>  asetofterminal symbols (disjoint fromN)

R  asetofrules or productions, each of the fork— (3 , whereAis a non-
terminal, is a string of symbols from the infinite set of stringsJN)x

S adesignatedtart symbol

For the remainder of the book we’ll adhere to the followingneentions when dis-
cussing the formal properties (as opposed to explaininticpgar facts about English
or other languages) of context-free grammars.
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Capital letters likeA, B, andS Non-terminals

S The start symbol
Lower-case Greek letters like, 3, andy  Strings drawn from{Z UN)x
Lower-case Roman letters likev, andw  Strings of terminals

A language is defined via the conceptdgrivation. One stringderives another
one if it can be rewritten as the second one via some seriageépplications. More
formally, following Hopcroft and Ullman (1979),

if A— [ is a production oP anda andy are any strings in the s€EU
DIRECTLY DERIVES N)x, then we say thar Ay directly derives aBy, or aAy = afy.

Derivation is then a generalization of direct derivation:
Letas, ap, ..., om be strings iNZUN)x,m> 1, such that

(12.3) a1 = 02,02 = 03,...,0m—1 = Om

DERIVES We say thati; derivesay, or a; = m.

We can then formally define the languag® generated by a grammér as the
set of strings composed of terminal symbols which can berdéifrom the designated
start symbob.

(12.4) Zo={wlwisinZx andS= w}

PARSING The problem of mapping from a string of words to its parse isemlledparsing;
we will define algorithms for parsing in Ch. 13 and in Ch. 14.

12.3 SSME GRAMMAR RULES FORENGLISH

In this section we introduce a few more aspects of the phtasetsre of English; for
consistency we will continue to focus on sentences from fiiSAomain. Because of
space limitations, our discussion will necessarily beti@dito highlights. Readers are
strongly advised to consult a good reference grammar ofifmgduch as Huddleston
and Pullum (2002).

12.3.1 Sentence-Level Constructions

In the small grammat4, we provided only one sentence-level construction foratecl
ative sentences likieprefer a morning flight There are a large number of constructions
for English sentences, but four are particularly common iamgbrtant: declarative
structure, imperative structure, yes-no-question stineciand wh-question structure.

DECLARATIVE Sentences witldeclarative structure have a subject noun phrase followed by a
verb phrase, like “I prefer a morning flight”. Sentences Witis structure have a great
number of different uses that we will follow up on in Ch. 23. rel@re a number of
examples from the ATIS domain:
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The flight should be eleven a.m. tomorrow

The return flight should leave at around seven p.m.

I'd like to fly the coach discount class

I want a flight from Ontario to Chicago

| plan to leave on July first around six thirty in the evening

IMPERATIVE Sentences witimperative structure often begin with a verb phrase, and have no

subject. They are called imperative because they are aliveays used for commands
and suggestions; in the ATIS domain they are commands toyters.

Show the lowest fare

Show me the cheapest fare that has lunch

Give me Sunday’s flights arriving in Las Vegas from New YorkyCi

List all flights between five and seven p.m.

Show me all flights that depart before ten a.m. and have fiassdares

Please list the flights from Charlotte to Long Beach arrivaiftgr lunch time

Show me the last flight to leave
We can model this sentence structure with another rule oegpansion o&

S —- VP
YES-NO QUESTION Sentences witlges-no questiorstructure are often (though not always) used to ask

guestions (hence the name), and begin with an auxiliary, fellowed by a subject
NP, followed by aVP. Here are some examples (note that the third example is not
really a question but a command or suggestion; Ch. 23 witludis the uses of these
question forms to perform differeptagmatic functions such as asking, requesting, or
suggesting.)

Do any of these flights have stops?

Does American'’s flight eighteen twenty five serve dinner?

Can you give me the same information for United?
Here’s the rule:

S — Aux NP VP
The most complex of the sentence-level structures we wélh@re are the various
whPHRASE  Wh- structures. These are so named because one of their censits avh-phrase
wiworo  that is, one that includeswah-word (who, whose, when, where, what, which, how,

why). These may be broadly grouped into two classes of seniemeéstructures. The
wh-subject-questionstructure is identical to the declarative structure, ektiegt the
first noun phrase contains some wh-word.

What airlines fly from Burbank to Denver?

Which flights depart Burbank after noon and arrive in Denyesilz p.m?
Whose flights serve breakfast?

Which of these flights have the longest layover in Nashville?

Here is a rule. Exercise 12.10 discusses rules for the ¢oests that make up the
Wh-NP

S — Wh-NP VP
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WH-NON-SUBJECT
QUESTION

LONG-DISTANCE
DEPENDENCIES

CLAUSE

In thewh-non-subject questionstructure, the wh-phrase is not the subject of the
sentence, and so the sentence includes another subjeloesktypes of sentences the
auxiliary appears before the subjdt®, just as in the yes-no-question structures. Here
is an example followed by a sample rule:

What flights do you have from Burbank to Tacoma Washington?

S — Wh-NP Aux NP VP

Constructions like theavh-non-subject-questioncontain what are calletbng-
distance dependenciebecause th&h-NP what flightss far away from the predi-
cate that it is semantically related to, the main viedyein the VP. In some models
of parsing and understanding compatible with the grammlaraibove, long-distance
dependencies like the relation betwebghts and haveare thought of as a semantic
relation. In such models, the job of figuring out thightsis the argument ohave
is done during semantic interpretation. In other modelsarsing, the relationship
betweerflightsandhaveis considered to be a syntactic relation, and the grammar is
modified to insert a small marker calledtrmce or empty category after the verb.
We'll return to such empty-category models when we intragdihe Penn Treebank on
page 21.

There are other sentence-level structures we won't try tdehbere, liketopical-
ization or other fronting constructions. In topicalization (alsgdted as a long-distance
dependency in the Penn Treebank), a phrase is placed atghmivg of the sentence
for discourse purposes.

On Tuesday, I'd like to fly from Detroit to Saint Petersburg

12.3.2 Clauses and Sentences

Before we move on, we should clarify the status of 8wriles in the grammars we
just described.S rules are intended to account for entire sentences that stame
as fundamental units of discourse. However, as we'll &ean also occur on the
right-hand side of grammar rules and hence can be embedddd \eirger sentences.
Clearly then there’s more to being &then just standing alone as a unit of discourse.

What differentiates sentence constructions (i.e.,Shales) from the rest of the
grammar is the notion that they are in some seaseplete In this way they correspond
to the notion of alausein traditional grammars, which are often described as fognmi
a complete thought. One way of making this notion of ‘comptibught’ more precise
is to say arSis a node of the parse tree below which the main verb o&hes all
of its arguments We'll define verbal arguments later, but for now let’s jusesan
illustration from the tree fol prefer a morning flighin Fig. 12.4. The verlpreferhas
two arguments: the subjettand the objeca morning flight One of the arguments
appears below theéP node, but the other one, the subjdl®, appears only below the
Snode.

12.3.3 The Noun Phrase

Our % grammar introduced three of the most frequent types of nduases that
occur in English: pronouns, proper-nouns and ktie— Det Nominalconstruction.
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(12.5)

(12.6)

While pronouns and proper-nouns can be complex in their omyswthe central focus
of this section is on the last type since that is where the biilke syntactic complexity
resides. We can view these noun phrases consisting of a teackntral noun in the
noun phrase, along with various modifiers that can occurbefoafter the head noun.
Let'’s take a close look at the various parts.

The Determiner

Noun phrases can begin with simple lexical determiners) #s= following examples:
a stop the flights this flight
those flights any flights some flights

The role of the determiner in English noun phrases can al$idldgby more com-
plex expressions, as follows:

United’s flight
United'’s pilot's union
Denver’s mayor’s mother’s canceled flight
In these examples, the role of the determiner is filled by @&@&sive expression con-

sisting of a noun phrase followed by &nas a possessive marker, as in the following
rule.

Det — NP's

The fact that this rule is recursive (sincelR can start with &ef), will help us model
the latter two examples above, where a sequence of possesgiressions serves as a
determiner.

There are also circumstances under which determiners siomapin English. For
example, determiners may be omitted if the noun they modiplural:

Show meflightsfrom San Francisco to Denver on weekdays

As we saw in Ch. 5mass nounsalso don't require determination. Recall that mass
nouns often (not always) involve something that is treaiteeld substance (including
e.g.,waterandsnow), don't take the indefinite articlea”, and don’t tend to pluralize.
Many abstract nouns are mass noumaigic homeworlk. Mass nouns in the ATIS
domain includébreakfastlunch, anddinner.

Does this flight serve dinner?
Exercise 12.4 asks the reader to represent this fact in tiefGfnalism.

The Nominal

The nominal construction follows the determiner and corstainy pre- and post-head
noun modifiers. As indicated in grammg, in its simplest form a nominal can consist
of a single noun.

Nominal — Noun

As we’'ll see, this rule also provides the basis for the bottdvarious recursive rules
used to capture more complex nominal constructions.
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CARDINAL NUMBERS
ORDINAL NUMBERS
QUANTIFIERS

ADJECTIVE PHRASE
AP

Before the Head Noun

A number of different kinds of word classes can appear bdfwr¢he head noun (the
“postdeterminers”) in a nominal. These includedinal numbers, ordinal numbers,
andquantifiers. Examples of cardinal numbers:

two friends one stop

Ordinal numbers includérst, second third, and so on, but also words likeext
last, past other, andanother

the first one the next day the second leg
the last flight the other American flight

Some quantifiersnfany (a) few severa) occur only with plural count nouns:
many fares

The quantifiersnuchanda little occur only with noncount nouns.
Adjectives occur after quantifiers but before nouns.

afirst-classfare anonstopflight
thelongestiayover theearliestlunch flight

Adjectives can also be grouped into a phrase calleddjactive phraseor AP.
APs can have an adverb before the adjective (see Ch. 5 fortaefsof adjectives and
adverbs):

theleast expensiviare
We can combine all the options for prenominal modifiers witle cule as follows:

NP — (Det) (Card) (Ord) (Quant) (AP) Nominal

This simplified noun phrase rule has a flatter structure amtéés simpler than
would be assumed by most modern generative theories of gaanas we will see
in Sec. 12.4, flat structures are often used for simplicitpdmputational applications
(and indeed, there is no universally agreed-upon interoastituency for the noun
phrase).

Note the use of parentheses “()” to manftional constituents A rule with one
set of parentheses is really a shorthand for two rules, otte the parentheses, one
without.

After the Head Noun

A head noun can be followed ppstmodifiers Three kinds of nominal postmodifiers
are very common in English:

prepositional phrases all flightiom Cleveland
non-finite clauses any flightariving after eleven a.m.
relative clauses a flighbat serves breakfast

Prepositional phrase postmodifiers are particularly comimathe ATIS corpus,
since they are used to mark the origin and destination oftfligdere are some exam-
ples, with brackets inserted to show the boundaries of eB¢chdte that more than one
PP can be strung together:
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NON-FINITE

GERUNDIVE

RELATIVE PRONOUN

any stopoverffor Delta seven fifty one]

all flights [from Cleveland] [to Newark]

arrival [in San Jose] [before seven p.m.]

a reservatioffion flight six oh six] [from Tampa] [to Montreal]

Here’s a new nominal rule to account for postnomipBs:
Nominal — Nominal PP

The three most common kinds wdn-finite postmodifiers are the gerundivéng),
-ed and infinitive forms.

Gerundive postmodifiers are so-called because they consist of a vedsglhat
begins with the gerundiveifig) form of the verb. In the following examples, the verb
phrases happen to all have only prepositional phrases thfteverb, but in general
this verb phrase can have anything in it (anything, that isictvis semantically and
syntactically compatible with the gerund verb).

any of thosdleaving on Thursday]
any flights[arriving after eleven a.m.]
flights [arriving within thirty minutes of each other]

We can define thBlominalswith gerundive modifiers as follows, making use of a new
non-terminalGerundVP

Nominal — Nominal GerundVP

We can make rules faserundVRconstituents by duplicating all of our VP productions,
substitutingGerundVfor V.

GerundVP — GerundV NP
| GerundV PR GerundV| GerundV NP PP

GerundVcan then be defined as:
GerundV — being| arriving | leaving| ...

The phrases in italics below are examples of the two othentonmkinds of non-finite
clauses, infinitives aneéedforms:

the last flightto arrive in Boston
| need to have dinneserved
Which is the aircraftised by this flight

A postnominal relative clause (more correctlyestrictive relative clause), is a
clause that often begins withralative pronoun (thatandwhoare the most common).
The relative pronoun functions as the subject of the emlabddib (is asubject rela-
tive) in the following examples:

a flightthat serves breakfast

flightsthat leave in the morning

the United flightthat arrives in San Jose around ten p.m.
the onethat leaves at ten thirty five
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PREDETERMINERS

We might add rules like the following to deal with these:

Nominal — Nominal RelClause
RelClause— (who| that) VP

The relative pronoun may also function as the object of thbesided verb, as in
the following example; we leave as an exercise for the readiéing grammar rules
for more complex relative clauses of this kind.

the earliest American Airlines flight that | can get

Various postnominal modifiers can be combined, as the fatigwxamples show:
a flight [from Phoenix to Detroit] [leaving Monday evening]
I need aflighfto Seattle] [leaving from Baltimore] [making a stop in Mieapolis]
evening flightdfrom Nashville to Houston] [that serve dinner]
a friend[living in Denver] [that would like to visit me here in Wasigiton DC]

Before the Noun Phrase

Word classes that modify and appear befldis are callegpredeterminers. Many of
these have to do with number or amount; a common predeteriaiak:

all the flights all flights all non-stop flights

The example noun phrase given in Fig. 12.5 illustrates sdrtteecomplexity that
arises when these rules are combined.

12.3.4 Agreement

In Ch. 3 we discussed English inflectional morphology. Rebat most verbs in En-
glish can appear in two forms in the present tense: the fored disr third-person,
singular subjectslite flight doeks and the form used for all other kinds of subjecth (
the flights dol do). The third-person-singulaBég form usually has a finals where
the non-3sg form does not. Here are some examples, agaig th&inverbdo, with
various subjects:

Do [np all of these flights] offer first class service?

Do [np 1] get dinner on this flight?

Do [np you] have a flight from Boston to Forth Worth?
Does [yp this flight] stop in Dallas?

Here are more examples with the véehve

What flightsleavein the morning?
What flightleavesrom Pittsburgh?

This agreement phenomenon occurs whenever there is a \a@rbat some noun
acting as its subject. Note that sentences in which the sutdfees not agree with the
verb are ungrammatical:

*[What flight] leavein the morning?
*Does [yp you] have a flight from Boston to Forth Worth?
*Do [np this flight] stop in Dallas?
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NP
PmDa
aII
D
the /\

GerundiveVP

/\ leaving before 10
Nom PP
/\
to Tampa

Nom PP
N ——

Nom Noun from Denver

| |
Noun flights
|

morning

Figure 12.5 A parse tree for “all the morning flights from Denver to TampaJing before 10"

How can we modify our grammar to handle these agreement phema? One way
is to expand our grammar with multiple sets of rules, one satgfor3sgsubjects, and
one for non3sgsubjects. For example, the rule that handled these yestastiqns
used to look like this:

S — Aux NP VP
We could replace this with two rules of the following form:

S — 3sgAux 3sgNP VP
S — Non3sgAux Non3sgNP VP

We could then add rules for the lexicon like these:

3sgAux — does| has| can| ...
Non3sgAux— do| have| can| ...

But we would also need to add rules @sgNPandNon3sgNPagain by making
two copies of each rule foMP. While pronouns can be first, second, or third person, full
lexical noun phrases can only be third person, so for themustenieed to distinguish
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CASE
NOMINATIVE
ACCUSATIVE

GENDER
AGREEMENT

SENTENTIAL
COMPLEMENT

between singular and plural (dealing with the first and sdqmrson pronouns is left
as an exercise):

3SgNP — Det SgNominal

Non3SgNP— Det PINominal

SgNominal— SgNoun

PINominal — PINoun
SgNoun— flight| fare| dollar| reservation ...
PINoun — flights| fares| dollars| reservationg ...

The problem with this method of dealing with number agreentethat it doubles
the size of the grammar. Every rule that refers to a noun orb needs to have a
“singular” version and a “plural” version. Unfortunatelstibject-verb agreement is
only the tip of the iceberg. We'll also have to introduce &spof rules to capture the
fact that head nouns and their determiners have to agreanbenas well:

this flight *this flights
those flights *those flight

Rule proliferation will also have to happen for the noucése for example English
pronouns havaominative (I, she, he, thdyandaccusative(me, her, him, thejrwer-
sions. We will need new versions of eveMy? andN rule for each of these.

These problems are compounded in languages like Germareoclxrwhich not
only have number-agreement as in English, but also lyareler agreement We
mentioned briefly in Ch. 3 that the gender of a noun must agittethe gender of its
modifying adjective and determiner. This adds anotheripligt to the rule sets of the
language.

Ch. 16 will introduce a way to deal with these agreement pnwoisl without ex-
ploding the size of the grammar, by effectivglgrameterizing each non-terminal of
the grammar witHeature structures andunification. But for many practical compu-
tational grammars, we simply rely on CFGs and make do witHalge numbers of
rules.

12.3.5 The Verb Phrase and Subcategorization

The verb phrase consists of the verb and a number of othetitt@mms. In the simple
rules we have built so far, these other constituents incNile andPPs and combina-
tions of the two:

VP — Verb disappear

VP — Verb NP prefer a morning flight

VP — Verb NP PP leave Boston in the morning
VP — Verb PP leaving on Thursday

Verb phrases can be significantly more complicated than fiiany other kinds
of constituents can follow the verb, such as an entire emédddntence. These are
calledsentential complements
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TRANSITIVE
INTRANSITIVE

SUBCATEGORIZE

SUBCATEGORIZES
FOR

COMPLEMENTS

SUBCATEGORIZATION
FRAME

You [vp [v said [s there were two flights that were the cheapest ][]

You [yp [v said [s you had a two hundred sixty six dollar fare]]

[ve[v Telll [np me] [s how to get from the airport in Philadelphia to downtown]]
I [vp [v think [s 1 would like to take the nine thirty flight]]

Here’s a rule for these:
VP — Verb S

Another potential constituent of the VP is another VP. Thigften the case for
verbs likewant, would like try, intend need

I want [yp to fly from Milwaukee to Orlando]

Hi, | want [yp to arrange three flights]

Hello, I'm trying [vp to find a flight that goes from Pittsburgh to Denver after
two p.m.]

Recall from Ch. 5 that verbs can also be followeddayticles words that resemble
a preposition but that combine with the verb to forpraasal verhike take off These
particles are generally considered to be an integral paheferb in a way that other
post-verbal elements are not; phrasal verbs are treatediagiual verbs composed of
two words.

While a verb phrase can have many possible kinds of const&urot every verb
is compatible with every verb phrase. For example, the wabtcan either be used
with an NP complement vant a flight .. ), or with an infinitive VP complement (
wantto fly to ..). By contrast, a verb likéind cannot take this sort of VP complement.
(* I found to fly to Dallag.

This idea that verbs are compatible with different kinds ahplements is a very
old one; traditional grammar distinguishes betwéamsitive verbs likefind, which
take a direct object NA found a fligh}, andintransitive verbs likedisappeaywhich
do not ¢l disappeared a flight

Where traditional grammassibcategorizeverbs into these two categories (transi-
tive and intransitive), modern grammars distinguish asyr@snl00 subcategories. (In
fact, tagsets for many such subcategorization frames; esastMacleod et al. (1998)
for the COMLEX tagset, Sanfilippo (1993) for the ACQUILEX &4, and further dis-
cussion in Ch. 16). We say that a verb liftad subcategorizes foran NP, while a
verb like want subcategorizes for either &P or a non-finiteVP. We also call these
constituents theomplementsof the verb (hence our use of the tesantential com-
plementabove). So we say thatantcan take &/P complement. These possible sets
of complements are called tisebcategorization framefor the verb. Another way of
talking about the relation between the verb and these ottrestituents is to think of
the verb as a logical predicate and the constituents asdbgiguments of the predi-
cate. So we can think of such predicate-argument relatisrs\@ (I, A FLIGHT), or
WANT (I, TO FLY). We will talk more about this view of verbs and argumentsim C7
when we talk about predicate calculus representationsrbfsemantics.

Subcategorization frames for a set of example verbs aregivEig. 12.6. Note
that a verb can subcategorize for a particular type of verageh such as a verb phrase
whose verb is an infinitive\(Pto), or a verb phrase whose verb is a bare stem (un-
inflected: VPbrs). Note also that a single verb can take different subcateggion
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Frame Verb Example
0 eat, sleep | want to eat
NP prefer, find, leave, Find\p the flight from Pittsburgh to Boston]
NP NP show, give Showyp me] [\p airlines with flights from Pittsburgh]
PPtom PPto fly, travel | would like to fly [pp from Boston] pp to Philadelphia]
NP PRyith help, load, Can you helpb me] [pp with a flight]
VPto prefer, want, need | would prefeyio to go by United airlines]
VPbrst can, would, might | can\[pprstgo from Boston]
S mean Does this meag PA has a hub in Boston]?
Figure 12.6  Subcategorization frames for a set of example verbs.

AUXILIARIES

MODAL
PERFECT
PROGRESSIVE
PASSIVE

frames. The verfind, for example, can take a¥P NPframe find me a flightas well
as arNP frame.

How can we represent the relation between verbs and theipleonents in a
context-free grammar? One thing we could do is to do what wendih agreement
features: make separate subtypes of the class Wenth{with-NP-complemenverb-
with-Inf-VP-complemenYterb-with-S-complemerdnd so on):

Verb-with-NP-complement- find| leave| repeat] ...
Verb-with-S-complement- think| believe| say| ...
Verb-with-Inf-VP-complement> want| try | need ...

Then each/Prule could be modified to require the appropriate verb suiatyp

VP — Verb-with-no-complementdisappear
VP — Verb-with-NP-comp NP prefer a morning flight
VP — Verb-with-S-comp Said there were two flights

The problem with this approach, as with the same solutiohé@greement feature
problem, is a vast explosion in the number of rules. The stahdolution to both of
these problems is tHeature structure, which will be introduced in Ch. 16 where we
will also discuss the fact that nouns, adjectives, and fgiéipas can subcategorize for
complements just as verbs can.

12.3.6 Auxiliaries

The subclass of verbs calledxiliaries or helping verbs have particular syntactic
constraints which can be viewed as a kind of subcategasizafiuxiliaries include the
modal verbscan, could, may, might, must, will, would, shahdshould the perfect
auxiliary have the progressiveauxiliary be, and thepassiveauxiliary be Each of
these verbs places a constraint on the form of the followiedpyvand each of these
must also combine in a particular order.

Modal verbs subcategorize fon# whose head verb is a bare stem; for example,
can go in the morningwill try to find a flight The perfect verbhavesubcategorizes for
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aVPwhose head verb is the past participle fotmave booked 3 flight§ he progressive
verbbesubcategorizes for@P whose head verb is the gerundive particige going
from Atlanta The passive verbe subcategorizes for¥P whose head verb is the past
participle:was delayed by inclement weather

A sentence can have multiple auxiliary verbs, but they mastioin a particular
order:modal< perfect< progressive< passive Here are some examples of multiple
auxiliaries:

modal perfect could have been contender
modal passive will be married

perfect progressive have beetfieasting

modal perfect passivenight have beeprevented

Auxiliaries are often treated just like verbs suchveent, seem or intend which
subcategorize for particular kinds ¥P complements. Thusanwould be listed in the
lexicon as averb-with-bare-stem-VP-complemefitne way of capturing the ordering

SYSTEMICGRAMMAR  constraints among auxiliaries, commonly used inggtemic grammarof Halliday
versGrouP  (1985), is to introduce a special constituent called\teeh group, whose subcon-
stituents include all the auxiliaries as well as the mairbveBome of the ordering
constraints can also be captured in a different way. Sinagafspfor example, do not
have a progressive or participle form, they simply will nelve allowed to follow pro-
gressive or passivee or perfecthave Exercise 12.8 asks the reader to write grammar
rules for auxiliaries.

The passive construction has a number of properties thae ntakfferent than

other auxiliaries. One important difference is a semanti; evhile the subject of non-
ACTVE  passive dctive) sentence is often the semantic agent of the event desdrjbie verb
(I prevented a catastrophéhe subject of the passive is often the undergoer or patient
of the event & catastrophavas prevented This will be discussed further in Ch. 18.

12.3.7 Coordination

conunctions  The major phrase types discussed here cacobgined with conjunctionslike and,
cooroinaE  Of, andbutto form larger constructions of the same type. For exammeadinate
noun phrase can consist of two other noun phrases sepasasecdnjunction:

Please repeaip [np the flights]and[yp the costs]]
I need to know ip [np the aircraftjand[np the flight number]]

Here’s a rule that allows these structures:
NP — NP and NP

Note that the ability to form coordinate phrases via coniioms is often used as
a test for constituency. Consider the following examplegtvidiffer from the ones
given above in that they lack the second determiner.

Please repeat thedm [nom flights] and[nom cOsts]]
I need to know thepom [nom aircraft]and [nom flight number]]
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METARULES

The fact that these phrases can be conjoined is evidendedf@résence of the under-
lying Nominalconstituent we have been making use of. Here’s a new ruléigr t

Nominal — Nominal and Nominal

The following examples illustrate conjunctions involvid@s andSs.

What flights do you have [vp leaving Denverpnd][yp arriving in San
Francisco]]

[s[sI'm interested in a flight from Dallas to Washingtoafd[s I'm also
interested in going to Baltimore]]

The rules folVP andS conjunctions mirror th&lP one given above.

VP — VPandVP
S —- SandS

Since all the major phrase types can be conjoined in thisdashis also possible
to represent this conjunction fact more generally; a nunabgrammar formalisms
such as (Gazdar et al., 1985) do this miatarulessuch as the following:

X — XandX

This metarule simply states that any non-terminal can bgeued with the same non-
terminal to yield a constituent of the same type. Of courke,variableX must be
designated as a variable that stands for any non-termittarghan a non-terminal
itself.

12.4 TREEBANKS

TREEBANK

PENN TREEBANK

Context-free grammar rules of the type that we have explecethr in this chapter
can be used, in principle, to assign a parse tree to any sEntérhis means that it
is possible to build a corpus in which every sentence is syictly annotated with
a parse tree. Such a syntactically annotated corpus islcatieebank. Treebanks
play an important roles in parsing, as we will see in Ch. 18| iarvarious empirical
investigations of syntactic phenomena.

A wide variety of treebanks have been created, generallysiygyparsers (of the
sort described in the next two chapters) to automaticallggo@ach sentence, and
then using humans (linguists) to hand-correct the parsesP&nn Treebankproject
(whose POS tagset we introduced in Ch. 5) has produced trkgliiam the Brown,
Switchboard, ATIS, and Wall Street Journal corpora of Esiglias well as treebanks
in Arabic and Chinese. Other treebanks include the Pragpeikency Treebank for
Czech, the Negra treebank for German, and the Susannerfefbdnglish.
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12.4.1 Example: The Penn Treebank Project

Fig. 12.7 shows sentences from the Brown and ATIS portionb@Penn Treebank.
Note the formatting differences for the part-of-speeclstagch small differences are
common and must be dealt with in processing treebanks. The Peebank part-
of-speech tagset was defined in Ch. 5. The use of LISP-stylnpiesized notation
for trees is extremely common, and resembles the bracketation we saw above in
(12.2). For those who are not familiar with it we show a staddede-and-line tree
representation in Fig. 12.8.

((S
(NP-SBJ (DT That) ((S
(JJ cold) (, ,) (NP-SBJ The/ DT flight/NN)
(JJ enpty) (NN sky) ) (VP shoul d/ MD
(VP (VBD was) (VP arrive/ VB
(ADJP-PRD (JJ full) (PP-TMP at/IN
(PP (IN of) (NP el even/CD a. M RB ))
(NP (NN fire) (NP-TMP tonorrow NN )))))
(CC and)

(NN Tight) ))))
.

(a) (b)

Figure 12.7 Parsed sentences from the LDC Treebank3 version of the Bfapand
ATIS (b) corpora.

Fig. 12.9 shows a tree from the Wall Street Journal. Thisghesvs another feature
of the Penn Treebanks: the usetiafces (- NONE- nodes) to markong-distance de-
pendenciesor syntactic movement For example, quotations often follow a quotative
verb likesay But in this example the quotation “We would have to wait Lwt have
collected on those assets” precedes the whelsaid An empty S containing only
the node NONE- is used to mark the position afteaidwhere the quotation sentence
often occurs. This empty node is marked (in Treebanks Il &éijdvith the index 2,
as is the quotation S at the beginning of the sentence. Suotleodng may make it
easier for some parsers to recover the fact that this framtéapicalized quotation is
the complement of the verdaid A similar - NONE- node is used mark the fact that
there is no syntactic subject right before the verlwait, instead, the subject is the
earlier NPWe Again, they are both coindexed with the index 1.

The Penn Treebank Il and Treebank Ill releases added furtfoemation to make
it easier to recover the relationships between predicatasguments. Certain phrases
were marked with tags indicating the grammatical functibthe phrase (as surface
subject, logical topic, cleft, non-VP predicates) wheti@ppeared in particular text

1 The Penn Treebank project released treebanks in multipusges and in various stages; for example
there were Treebank | (Marcus et al., 1993), Treebank Il (Mset al., 1994), and Treebank Il releases of
English treebanks. We will use Treebank Il for our examples
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S
NP-SBJ VP
DT JJ JJ NN VBD ADJP-PRD
| | | | | |
That cold , empty sky Wwas JJ PP
| /\
full IN NP
|
of NN CC NN
I .
fire and light

Figure 12.8 The tree corresponding to the Brown corpus sentence in thegus figure.

(s ')
(S-TPC-2
(NP-SBJ-1 (PRP W) )
(VP (MD woul d)
(VP (VB have)
(S
(NP-SBJ (-NONE- *-1) )
(VP (TO to)
(VP (VB wait)
(SBAR-TMP (I N until)
(s
(NP-SBJ (PRP we) )
(VP (VBP have)
(VP (VBN col | ected)
(PP-CLR (I N on)
(NP (DT those) (NNS assets) ))))))))))
G ) )
(NP-SBJ (PRP he) )
(VP (VBD said)
(S (-NONE- *Tx-2) ))
. ) ))

Figure 12.9 A sentence from the Wall Street Journal portion of the LDCrP&ree-
bank. Note the use of the emptiNONE- nodes.
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S — NPVP. PRP — we| he
NP VP DT — the| that| those
"S",NPVP.|[JJ — cold| empty] full
-NONE- NN — sky| fire| light| flight
DT NN NNS — assets
DTNNNNS ||CC — and
NN CC NN IN  — of| at| until| on
CDRB CD — eleven

NP — DTJJ,JINN|RB — am
PRP VB — arrive| have| wait
-NONE- VBD — said

VP — MDVP VBP — have
VBD ADJP VBN — collected
VBD S MD — should| would
VB PP TO — to
VB S
VB SBAR
VBP VP
VBN VP
TOVP

SBAR — INS

ADJP — JJPP

PP — INNP

Figure 12.10 A sample of the CFG grammar that would be extracted from theeth
treebank sentences in Fig. 12.7 and Fig. 12.9.

categories (headlines, titles), and its semantic fundiiemporal phrases, locations)
(Marcus et al., 1994; Bies et al., 1995). Fig. 12.9 shows @tasof the- SBJ (surface
subject) and TMP (temporal phrase) tags. Fig. 12.8 shows in addition-tRBD tag,
which is used for predicates which are not VPs (the one in EX8 is an ADJP).
Fig. 12.19 shows the tagJUNF in NP- UNF meaning ‘unfinished or incomplete phrase’.

12.4.2 Using a Treebank as a Grammar

The sentences in a treebank implicitly constitute a granwh#re language. For ex-
ample, we can take the three parsed sentences in Fig. 12 Fignt.9 and extract
each of the CFG rules in them. For simplicity, let’s strip tfé rule suffixes-{SBJ
and so on). The resulting grammar is shown in Fig. 12.10.

The grammar used to parse the Penn Treebank is relativelydhatlting in very
many and very long rules. For example among the approxisnatg00 different rules
for expanding VP are separate rules for PP sequences ofragth)@nd every possible
arrangement of verb arguments:

VP — VBD PP
VP — VBD PP PP
VP — VBD PP PP PP

VP — VBD PP PP PP PP
VP — VB ADVP PP
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(12.7)

(12.8)

(12.9)

VP — VB PP ADVP
VP — ADVP VB PP

as well as even longer rules, such a:

VP — VBP PP PP PP PP PP ADVP PP

which comes from the VP marked in italics:

This mostly happens because g@from football in the fall to lifting in the winter to
football again in the spring

Some of the many thousands of NP rules include:

NP — DT JJ NN

NP — DT JJ NNS

NP — DT JJ NN NN

NP — DT JJ JJ NN

NP — DT JJ CD NNS

NP — RB DT JJ NN NN

NP — RB DT JJ JJ NNS

NP — DT JJ JJ NNP NNS

NP — DT NNP NNP NNP NNP JJ NN

NP — DT JJ NNP CC JJ JJ NN NNS
NP — RB DT JJS NN NN SBAR

NP — DT VBG JJ NNP NNP CC NNP
NP — DT JJ NNS , NNS CC NN NNS NN
NP — DT JJ JJ VBG NN NNP NNP FW NNP
NP — NP JJ , JJ ‘" SBAR'' NNS

The last two of those rules, for example, come from the follgawo NPs:

[oT The [3;state-ownef[;;industrial [vse holding [n\n company [nne Institutd [nne
Naciona) [rw d€ [nne Industrig

[np Shearsons[;; easy-to-film, [;; black-and-whitg" [sgar Where We Stanld [nns
commercials

Viewed as a large grammar in this way, the Penn Treebank Ill $teeet Journal
corpus, which contains about 1 million words, also has ahanillion non-lexical rule
tokens, consisting of about 17,500 distinct rule types.

Various facts about the treebank grammars, such as thgé farmbers of flat rules,
pose problems for probabilistic parsing algorithms. Fds tkason, it is common to
make various modifications to a grammar extracted from d&eale. We will discuss
these further in Ch. 14.

12.4.3 Searching Treebanks

It is often important to search through a treebank to find gxtamof particular gram-

matical phenomena, either for linguistic research or f@wasring analytic questions
about a computational application. But neither the regelqressions used for text
search nor the boolean expressions over words used for vegbhsare a sufficient

search tool. What is needed is a language that can speci§gramts about nodes and
links in a parse tree, so as to search for specific patterns.
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Various such tree-searching languages exist in diffeaist Tgrep (Pito, 1993)
and TGrep2 (Rohde, 2005) are publicly-available tools for searchiglbanks that
use a similar language for expressing tree constraintsll @éscribe the more recent
language used byGrep2, drawing from the online manual (Rohde, 2005).

A pattern intgrep or TGrep2 consists of a specification of a node, possibly fol-
lowed by links to other nodes. A node specification can themdssl to return the
subtree rooted at that node. For example, the pattern

NP
returns all subtrees in a corpus whose root is NP. Nodes capdxdfied by a name,
a regular expression inside slashes, or a disjunction aethéor example, we can
specify a singular or plural noutNN or NNS) using Penn Treebank notation as either
of the following:

/ NNS?/ NN| NNS
A node which either is the worbushor else ends in the stringee can be expressed
as:

/tree$/ | bush

The power oftgrep/TGrep2 patterns is the ability to specify information about
links. The operatok meansimmediately dominates the following pattern thus
matches an NP immediately dominating a PP

NP < PP
The relation<< is used to specify dominance; this pattern matches an NPrddimg
a PP:
NP << PP
This previous pattern would thus match either of the follugvirees:
(12.10) (NP (NP (NN rei nvestnent))
(PP (IN of)
(NP (NNS di vi dends))))
(12.11) (NP (NP (DT the) (JJ austere) (NN conpany) (NN dormitory))

(VP (VBN run)
(PP (IN by) (NP (DT a) (JJ prying) (NN caretaker)))))
The relation is used to mark linear precedence. The following patterrchestan
NP that immediately dominates a JJ and is immediately fatblwy a PP, for example
matching the NP dominatirthe austere company dormitoiry (12.11) aboveé:

NP <JJ . VP

Each of the relations in tgrep/TGrep2 expression is interpreted as referring to
the first or root node. Thus for example the following expi@ssneans an NP which
both precedes a PP and dominates an S:

NP . PP <S

2 The definition of linear precedence differs slightly betwégrep and TGrep2. See Rohde (2005) for
more details.
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If we wanted instead to specify that the PP dominated the Sowkl use parentheses
as follows:

NP . (PP < S)
Fig. 12.11 gives the major link operations fiGrep2.

B A'is the parent of (immediately dominates) B.
B A'is the child of B.
B is the Nth child of A (the first child ix1).
A'is the Nth child of B (the first child is-1).
Synonymous wittA <1 B.
Synonymous wittA >1 B.
B is the Nth-to-last child of A (the last child is- 1).
Ais the Nth-to-last child of B (the last child is- 1).
B B is the last child of A (synonymous with <-1 B).
B A'is the last child of B (synonymous with >- 1 B).
< B B is the last child of A (also synonymous with <- 1 B).
> B Ais the last child of B (also synonymous with >- 1 B).
< B B is the only child of A
> B A'is the only child of B
<< B A dominates B (A is an ancestor of B).
Ais dominated by B (A is a descendant of B).

Vv A

>>rr>>2>2>>>>2>>2>>>>>>>>>>>>>>>>>>>D>
' v
w

<<, B B is a left-most descendant of A.
>> B A is a left-most descendant of B.
<<' B B is a right-most descendant of A.
>>' B Ais a right-most descendant of B.
<<: B There is a single path of descent from A and B is on it.
>> B There is a single path of descent from B and A is on it.
B A immediately precedes B.
, B A immediately follows B.
B A precedes B.
,, B A follows B.
$ B Alis a sister of B (and A% B).
$. B A'is a sister of and immediately precedes B.
$, B A is a sister of and immediately follows B.
$.. B Ais a sister of and precedes B.
$,, B A is a sister of and follows B.

Figure 12.11 Links in TGrep2, summarized from Rohde (2005).

12.4.4 Heads and Head Finding

We suggested informally earlier that syntactic constitseould be associated with a
lexical head N is the head of alNP, V is the head of &P. This idea of a head for
each constituent dates back to Bloomfield (1914). It is egmdr such linguistic for-
malisms such as Head-Driven Phrase Structure Grammaa(Balhd Sag, 1994), and
has become extremely popular in computational linguistitis the rise of lexicalized
grammars (Ch. 14).
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In one simple model of lexical heads, each context-free igulassociated with
a head (Charniak, 1997; Collins, 1999). The head is the woithé phrase which
is grammatically the most important. Heads are passed upalse tree; thus each
non-terminal in a parse-tree is annotated with a single wdrigh is its lexical head.
Fig. 12.12 shows an example of such a tree from Collins (1,989hich each non-
terminal is annotated with its head. “Workers dumped saaicsa bin” is a shortened
form of a WSJ sentence.

S(dumped)
NP (workers) VP(dumped)
NNS(V\‘/orkers) VBD(dumped) NP(sacks) PP(into)
NNS(‘sacks) P(into) NP(bin)
DT(a) NN(bin)
workers dumped sacks into ‘ a ‘ bin
Figure 12.12 A lexicalized tree from Collins (1999).

In order to generate such a tree, each CFG rule must be auegrteriientify one
right-hand-side constituent to be the head daughter. Tadvnard for a node is then
set to the headword of its head daughter. Choosing thesedaegyhters is simple for
textbook examplesNN is the head oNP) but is complicated and indeed controversial
for most phrases. (Should the complementtpesr the verb be the head of an infinite
verb-phrase?) Modern linguistic theories of syntax gdhgireclude a component that
defines heads (see e.g., Pollard and Sag, 1994).

An alternative approach to head-finding is used in most jmactomputational
systems. Instead of specifying head rules in the grammelf,itseads are identified
dynamically in the context of trees for specific sentencether words, once a sen-
tence is parsed, the resulting tree is walked to decoraterszae with the appropriate
head. Most current systems rely on a simple set of handenritiles, such as a practi-
cal one for Penn Treebank grammars given in Collins (1998)ibueloped originally
by Magerman (1995). For example their rule for finding thechafzan NP is as follows
Collins (1999, 238):

o If the last word is tagged POS, return last-word.

Else search from right to left for the first child which is an NNNP, NNPS, NX, POS,
or JJR.

Else search from left to right for the first child which is an.NP

Else search from right to left for the first child which is a $92P, or PRN.

Else search from right to left for the first child which is a CD.

Else search from right to left for the first child which is a JJS, RB or QP.

Else return the last word



28

Chapter 12. Formal Grammars of English

Selected other rules from their set are shown in Fig. 12.18.ekample, for VP
rules of the formvVP — Y; --- Yy, the algorithm would start from the left of --- Yy
looking for the firstY; of type TO; if no TOs are found it would search for the fivgt
of type VBD:; if no VBDs are found it would search for a VBP, aredan. See Collins
(1999) for more details.

Parent Direction| Priority List
Non-terminal
ADJP Left NNS QP NN $ ADVP JJ VBN VBG ADJP JJR NP JJS DT
FW RBR RBS SBAR RB
ADVP Right RB RBR RBS FW ADVP TO CD JJR JJ IN NP JJS NN
PRN Left
PRT Right RP
QP Left $INNNS NN JJRB DT CD NCD QP JJR JJS
S Left TOIN VP S SBAR ADJP UCP NP
SBAR Left WHNP WHPP WHADVP WHADJP IN DT S SQ SIN
SBAR FRAG
VP Left TO VBD VBN MD VBZ VB VBG VBP VP ADJP NN NNS
NP
Figure 12.13  Selected head rules from Collins (1999). The set of head iigleften
called ahead percolation table

12.5 GRAMMAR EQUIVALENCE AND NORMAL FORM

NORMAL FORM

CHOMSKY NORMAL
FORM

BINARY BRANCHING

A formal language is defined as a (possibly infinite) set ahgs of words. This

suggests that we could ask if two grammars are equivalenskinaif they generate
the same set of strings. In fact it is possible to have twordistontext-free grammars
generate the same language.

We usually distinguish two kinds of grammar equivalengeak equivalenceand
strong equivalence Two grammars are strongly equivalent if they generate &inees
set of stringsandif they assign the same phrase structure to each sentetmei(al
merely for renaming of the non-terminal symbols). Two graemsrare weakly equiva-
lent if they generate the same set of strings but do not aisggsame phrase structure
to each sentence.

It is sometimes useful to haverormal form for grammars, in which each of
the productions takes a particular form. For example a adiftee grammar is in
Chomsky Normal Form (CNF) (Chomsky, 1963) if it iss-free and if in addition
each production is either of the forfa— B C or A— a. That is, the right-hand side
of each rule either has two non-terminal symbols or one teshsymbol. Chomsky
normal form grammars arBinary branching, i.e. have binary trees (down to the
prelexical nodes). We will make use of this binary branchamgperty in the CKY
parsing algorithm in Ch. 13.

Any grammar can be converted into a weakly-equivalent Clkgmermal form
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(12.12)

CHOMSKY-
ADJUNCTION

grammar. For example, a rule of the form
A—-BCD

can be converted into the following two CNF rules (Exercigell asks the reader to
formulate the complete algorithm):

A —- BX
X —=CD

Sometimes using binary branching can actually producelsmgdammars. For
example the sentences that might be characterized as follow

VP -> VBD NP PPx
are represented in the Penn Treebank by this series of rules:

VP — VBD PP

VP — VBD PP PP

VP — VBD PP PP PP
VP — VBD PP PP PP PP

but could also be generated by the following two-rule gramma

VP — VBD PP
VP — VP PP

To generate a symbol A with a potentially infinite sequencsyofibols B by using a
rule of the formA — A B is known asChomsky-adjunction.

12.6 HNITE-STATE AND CONTEXT-FREE GRAMMARS

We argued in Sec. 12.1 that adequate models of grammar néedatiole to represent
complex interrelated facts about constituency, subcaizgtmn, and dependency re-
lations, and we implied that at the least the power of corfieed grammars is needed
to accomplish this. But why is it that we can’t just use firstate methods to cap-
ture these syntactic facts? The answer to this questioiitisatisince, as we'll see in
Ch. 13, there is a considerable price to be paid in terms afgasing speed when one
switches from regular languages to context-free ones.

There are two answers to this question. The first is mathealative’ll show in
Ch. 15 that given certain assumptions, that certain syintatuctures present in En-
glish (and other natural languages) make them not reguigukges. The second an-
swer is more subjective and has to do with notions of expressis; even when finite-
state methods are capable of dealing with the syntactis factjuestion, they often
don’t express them in ways that make generalizations olyilead to understandable
formalisms, or produce structures of immediate use in sykes® semantic processing.

The mathematical objection will be discussed more fullyim €5, but we'll briefly
review it here. We mentioned in passing in Ch. 2 that therecisrapletely equivalent
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(12.13)

(12.14)
(12.15)
(12.16)

NOUN GROUP

alternative to finite-state machines and regular exprasdir describing regular lan-
guages, calletegular grammars. The rules in a regular grammar are a restricted form
of the rules in a context-free grammar because they are im-ligear or left-linear
form. In a right-linear grammar, for example, the rules drefathe form A — wx or

A — wx B, that is the non-terminals either expand to a string of teatsior to a string

of terminals followed by a non-terminal. These rules lookaarful lot like the rules
we've been using throughout this chapter, so what can'tte®/What they can'tdo is
express recursiveenter-embeddingrules like the following, where a non-terminal is
rewritten as itself, surrounded by (non-empty) strings:

A= aAB

In other words, a language can be generated by a finite-stathine if and only
if the grammar that generatésthat does not have argenter-embeddedrecursions
of this form (Chomsky, 1959; Bar-Hillel et al., 1961; Nedefh2000). Intuitively,
this is because grammar rules in which the non-terminal &ysrdre always on either
the right or left edge of a rule can be processed iteratiwatlyar than recursively. Such
center-embedding rules are needed to deal with artificadllpms such as the language
a"b", or for practical problems such as checking for correctlyahiag delimiters in
programming and markup languages. It turns out that thera@slam-dunk examples
of this for English, but examples like the following give avita of the problem.

The luggage arrived.
The luggage that the passengers checked arrived.
The luggage that the passengers that the storm delayedethacdfved.

At least in theory, this kind of embedding could go on, althloit gets increasingly
difficult to process such examples and they are luckily yaidre outside textbooks
like this one. Ch. 15 will discuss this and related issuesbasttether or not even
context-free grammars are up to the task.

So is there no role for finite-state methods in syntacticyais? A quick review
of the rules used for noun-phrases in this chapter, as wah@se used in the Penn
treebank grammar, reveals that a considerable portioreaf tan be handled by finite-
state methods. Consider the following rule fonaun group, the pre-nominal and
nominal portions of a noun phrase:

Nominal— (Det) (Card) (Ord) (Quant) (AP) Nominal

Assuming we convert the pre-nominal elements of this rule terminals, this rule
is effectively right-linear and can be captured by a finites machine. Indeed, it
is possible to automatically build a regular grammar whikam approximation of a
given context-free grammar; see the references at the etfieathapter. Thus for
many practical purposes where matching syntactic and sgmales aren’t necessary,
finite-state rules are quite sufficient.
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12.7 DeEPENDENCYGRAMMARS

We have focused in this chapter on context-free grammarausecmany available
treebanks and parsers produce these kinds of syntactesesgation. But in a class of

DEFENDENCY  grammar formalisms calledependency grammarghat are becoming quite important
in speech and language processing, constituents and gétrasture rules do not play
any fundamental role. Instead, the syntactic structuresefidence is described purely
in terms of words and binary semantic or syntactic relatibesveen these words.
Dependency grammars often draw heavily from the work of iBger(1959), and the

perenpency  namedependencymight have been used first by early computational linguistia
Hays. But this lexical dependency notion of grammar is it @aer than the relatively
recent phrase-structure or constituency grammars, aritshiasts in the ancient Greek
and Indian linguistic traditions. Indeed the notion in itechal grammar of “parsing a
sentence into subject and predicate” is based on lexicioak rather than constituent
relations.

<ROOT> main:
gave

subj: dat: obj:

| him address
attr: nct:

my

Figure 12.14 A sample dependency grammar parse, using the dependemaglifem
of Karlsson et al. (1995), after Jarvinen and Tapanain8a7L

Fig. 12.14 shows an example parse of the sentegaee him my addressising the
dependency grammar formalism of Jarvinen and Tapanai89v] and Karlsson et al.
(1995). Note that there are no non-terminal or phrasal nogssh link in the parse
tree holds between two lexical nodes (augmented with theiagperRooT> node).
The links are drawn from a fixed inventory of around 35 reladiomost of which
roughly represent grammatical functions or very generaiasdic relations. Other
unk cravmar - dependency-based computational grammars, sudtinks Grammar (Sleator and
Temperley, 1993), use different but roughly overlappimddi. The following table
shows a few of the relations used in Jarvinen and Tapan§ir97):

Dependency Description

subj syntactic subject

obj direct object (incl. sentential complements)

dat indirect object

pcomp complement of a preposition

comp predicate nominals (complements of copulas)

tmp temporal adverbials

loc location adverbials

attr premodifying (attributive) nominals (genitives, etc.)
mod nominal postmodifiers (prepositional phrases, etc.)

As we will see in Ch. 14, one advantage of dependency formalis the strong



32

Chapter 12. Formal Grammars of English

FREE WORD ORDER

CATEGORIAL
GRAMMAR

COMBINATORY
CATEGORIAL
GRAMMAR
CCG

predictive parsing power that words have for their depetsdédnowing the identity of
the verb is often a very useful cue for deciding which nourkisly to be the subject
or the object. Dependency grammar researchers argue thaff time main advantages
of pure dependency grammars is their ability to handle laggs with relativelyree
word order. For example the word order in languages like Czech is mudie fiexible
than in English; ambjectmight occur before or afterlacation adverbialor acomp.

A phrase-structure grammar would need a separate rule ¢hrgzssible place in the
parse tree that such an adverbial phrase could occur. A depepgrammar would just
have one link-type representing this particular adventgkdtion. Thus a dependency
grammar abstracts away from word-order variation, reprtésg only the information
that is necessary for the parse.

There are a number of computational implementations of miggrecy grammars;
Link Grammar (Sleator and Temperley, 1993) and Constraiat@ar (Karlsson et al.,
1995) are easily-available broad-coverage dependencyrgaas and parsers for En-
glish. Dependency grammars are also often used for othguéages. Hajic (1998), for
example, describes the 500,000 word Prague Dependendyafieéor Czech which
has been used to train probabilistic dependency parselinet al., 1999).

12.7.1 The Relationship Between Dependencies and Heads

The reader may have noticed the similarity between depaydgaphs like Fig. 12.14
and head structures like Fig. 12.12. In fact an (unlabeleggeddency graph can be
automatically derived from a context-free parse by usirggthtead rules; here’s an al-
gorithm from Xia and Palmer (2001):

1. Markthe head child of each node in a phrase structureg tis@head percolation
table.

2. In the dependency structure, make the head of each nod-dnéld depend on
the head of the head-child.

This algorithm applied to the parse tree in Fig. 12.15 woulitdpce the dependency
structure in Fig. 12.16.

We will return to the discussion of heads and dependencienwle discuss lex-
icalized parsing in Ch. 14 and again when we introduce heaitifes and subcatego-
rization in Ch. 16.

12.7.2 Categorial Grammar

Categorial grammar is an early lexicalized grammar model (Adjukiewicz, 1935rB
Hillel, 1953). In this section we will give a simplified oveéew of one important ex-
tension to categorial grammagmbinatory categorial grammaror CCG (Steedman,
1989, 2000). A categorial grammar has two components. calegorial lexiconas-
sociates each word with a syntactic and semantic categdrg.cdmbinatory rules
allow functions and arguments to be combined. There are ywest of categories:
functors and arguments. Arguments, like nouns, have sicgikegories like N. Verbs
or determiners act as functors. For example, a determimelbedhought of as a func-
tion that applies to an N on its right to produce an NP. Suchplercategories are
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S
NP-SBJ VP
|
NNP
|
Vinken MD VP
will
VB NP PP-CLR NP-TMP
| N /\ N
join DT NN NP NNP CD
| |
the board Nov 29
JJ

a nonexecutlvedlrector

Figure 12.15 A phrase structure tree from the Wall Street Journal compiookthe
Penn Treebank 3

join
Vinken will board as 29
| |
the director Nov

N

a nonexecutive

Figure 12.16 The dependency tree produced from Fig. 12.15 by the algorgiven
above.

built using the X/Y and XY operators. X/Y means a function from Y to X, that is,

something which combines with a Y on its right to produce arD¥terminers thus
receive the category NP/N: something that combines with @am Ns right to produce
an NP. Transitive verbs might have the category VP/NP; seimgthat combines with

an NP on the right to produce a VP. Ditransitive verbs @lkeemight have the category

(VP/NP)INP; something which combines with an NP on its righyield a transitive
verb. The simplestombination rules just combine an X/Y with a Y on its right to
produce an X or a XY with a Y on its left to produce an X.

Consider the simple sententfarry eats applegrom Steedman (1989). Instead
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the . [exhale]. . . [inhale] . . uh does American airlines .eoffiny . one way
flights . uh one way fares, for one hundred and sixty one dollar

[mm]id like to leave i guess between um . [smack] . five o'dam, five o’clock
and uh, seven o’clock . P M

all right, [throatclear] . . i'd like to know the . give me the flight . times . in the
morning . for September twentieth . nineteen ninety one

uh one way

. w- wha- what is the lowest, cost, fare

[click] . i need to fly, betwee- . leaving . Philadelphia . td|ahta [exhale]

on United airlines . . give me, the . . time . . from New York . prk] . to

Boise-, to . I'm sorry . on United airlines . [uh] give me theafit, numbers, the
flight times from . [uh] Boston . to Dallas

Figure 12.17 Sample spoken utterances from users interacting with as Aystem.

of using a primitive VP category, let's assume that a finitdoyghrase likeeat apples
has the category {$IP); something which combines with an NP on the left to preduc
a sentence.Harry and applesare both NPs.Eatsis a finite transitive verb which
combines with an NP on the right to produce a finite VP;NB)/NP. The derivation
of S proceeds as follows:

Harry eats apples
NP  (S\NP)/NP NP
S\NP

S

Modern categorial grammars include more complex combigatdes which are
needed for coordination and other complex phenomena, andratlude composition
of semantic categories as well as syntactic ones. See thef #melchapter for a pointer
to useful references.

12.8 SPOKENLANGUAGE SYNTAX

UTTERANCE

The grammar of written English and the grammar of convesratispoken English
share many features, but also differ in a number of resp&bis.section gives a quick
sketch of a number of the characteristics of the syntax cfep&nglish.

We usually use the termtterance rather thansentencefor the units of spoken
language. Fig. 12.17 shows some sample spoken ATIS utesahat exhibit many
aspects of spoken language grammar.

This is a standard style of transcription used in transegtspeech corpora for
speech recognition. The comma “,” marks a short pause, asfdpsziod “.” marks a
long pauseFragments(incomplete words likevha-for incompletewhaf are marked
with with a dash, and the square brackets “[smack]” mark werpal eventslips-
macks, breaths, etc.).

There are a number of ways these utterances differ fromenrifinglish sentences.
One is in the lexical statistics; for example spoken EngBsihuch higher in pronouns
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DISFLUENCIES
REPAIR

UH

UM

RESTARTS

than written English; the subject of a spoken sentence isstlinvariably a pronoun.
Spoken sentences often consist of short fragments or ghf@se wayor around four
p.m, which are less common in written English. Spoken senteinaes phonological,
prosodic, and acoustic characteristics that of courseesmrittterances don't have; we
will return to these in Ch. 8. Finally, spoken sentences vavious kinds of disfluen-
cies (hesitations, repairs, restarts, etc) to be discussled.

12.8.1 Disfluencies and Repair

Perhaps the most salient syntactic feature that distihggispoken and written lan-
guage is the class of phenomena known individualisBuenciesand collectively as
the phenomenon aépair.

Disfluencies include the use of the wonals andum, word repetitionsrestarts,
andword fragments. The ATIS sentence in Fig. 12.18 shows examples of a restdrt a
the use ofuh. The restart here occurs when the speaker starts by askimgpésway
flights and then stops and corrects herself, restarting and askimgtone-way fares

Does American Airlines offer any one-way flights  [uh] one-way fares for 160 dollars?

Interruption Point

'

-y d— > 4>
Reparandum Repair

Editing Phase

Figure 12.18 An example of a disfluency (after Shriberg (1994); termiggl@ from Levelt (1983)).

REPARANDUM

REPAIR
INTERRUPTION
POINT

EDIT TERMS
FILLED PAUSES

FRAGMENTS

The segmenbne-way flightss referred to as theeparandum, and the replacing
sequencene-way faress referred to as theepair. The repair is also called tHei-
ent region. Theinterruption point , where the speaker breaks off the original word
sequence, here occurs right after the witights In the editing phase we see what are
often callededit terms, such agyou knowI| mean uh, andum

The wordsuh and um (sometimes calledilled pausesor fillers) are generally
treated like regular words in speech recognition lexicardsgrammars.

Incomplete words likavha- andbetwee-in Fig. 12.17 are known aagments.
Fragments are extremely problematic for speech recognitystems, since they are
often incorrectly attached to previous or following wordssulting in word misseg-
mentation.

Disfluencies are very common. One count in the Switchboae@ank corpus
found that 37% of the sentences with more than two words wisfielent in some way.
Indeed, the wordihis one of the most frequent words in Switchboard.

For applications like speech understanding, where our igdal build a meaning
for the input sentence, it may be useful to detect thesertedteorder to edit out what
the speaker probably considered the “corrected” words.elkample in the sentence
above, if we could detect that there was a restart, we costdigiete the reparandum,
and parse the remaining parts of the sentence:
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Does American airlines offer any one-way flightsare-way fares for 160
dollars?

How do disfluencies interact with the constituent structfréhe sentence? Hindle
(1983) showed that the repair often has the same structtine asnstituent just before
the interruption point. Thus in the example above, the rdpain NP, as is the reparan-
dum. This means that if it is possible to automatically fine ifiterruption point, it is
also often possible to automatically detect the boundafiése reparandum.

There are other interactions between disfluencies and&jmsdructure. For ex-
ample when there is a disfluency immediately after a subjétthe repair always
repeats the subject but not the preceding discourse madfkbe repair happens after
an auxiliary or main verb, the verb and subject are (almds@ys recycled together
(Fox and Jasperson, 1995).

12.8.2 Treebanks for Spoken Language

Treebanks for spoken corpora like Switchboard use an auguiertation to deal

with spoken language phenomena like disfluencies. Fig.91&hbws the parse tree
for Switchboard sentence (12.18). This sentence shows ewreebank marks dis-
fluencies; square brackets are used to separate out the ssyiiir area, including
the reparandum, editing phase, and the repair. The plusaymdrks the end of the

reparandum.

But | don’t have [ any, {F uh,} any ] real idea

S
C NP-SBJ VP .
|ut Pll?(P /’\ l
|
' vep RB VP
d|0 nlt
VB EDITED INTJ ) NP
e 7~ !
have of np-ONF TP UlH DT Rs J1 NN
—DI|:L— Dl-r l —DI|:L— uh aLy —DllZL— relal idlea
|
{ aLy J‘ }
Figure 12.19 Penn Treebank Il parse tree for a Switchboard sentencejisgdow
the disfluency information is represented in the parse tigte the .EDITED node, with
the .RM and .RS nodes marking the beginning and end of thérnepdion, and the use
of the filled pauseaih.
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12.9 &RAMMARS AND HUMAN PROCESSING

(12.19)

(12.20)

ALTERNATIONS

Do people use context-free grammars in their mental prougss language? It has
proved very difficult to find clear-cut evidence that they &o@r example, some early
experiments asked subjects to judge which words in a semigece more closely con-
nected (Levelt, 1970), finding that their intuitive grougéncorresponded to syntactic
constituents. Other experimenters examined the role dfttornts in auditory com-
prehension by having subjects listen to sentences whiteliatening to short “clicks”
at different times. Fodor and Bever (1965) found that subjeften mis-heard the
clicks as if they occurred at constituent boundaries. Thgyed that the constituent
was thus a “perceptual unit” which resisted interruptionnfddtunately there were
severe methodological problems with the click paradigne @gy., Clark and Clark
(1977) for a discussion).

A broader problem with all these early studies is that theyndbcontrol for the
fact that constituents are often semantic units as well agstic units. Thus, as will
be discussed further in Ch. 18,single odd blocks a constituent (alNP) but also a
semantic unit (an object of typ@_ock which has certain properties). Thus experi-
ments which show that people notice the boundaries of doestis could simply be
measuring a semantic rather than a syntactic fact.

Thus it is necessary to find evidence for a constituent wiacioia semantic unit.
Furthermore, since there are many non-constituent-b&sedies of grammar based
on lexical dependencies, it is important to find evidencédhanot be interpreted as a
lexicalfact; that is, evidence for constituency that is not basepaoticular words.

One suggestive series of experiments arguing for conatifulgas come from Kathryn
Bock and her colleagues. Bock and Loebell (1990), for exangdoided all these ear-
lier pitfalls by studying whether a subject who uses a paldicsyntactic constituent
(e.g., a verb-phrase of a particular type, IKNP PP, is more likely to use the con-
stituent in following sentences. In other words, they askkdther use of a constituent
primesits use in subsequent sentences. As we saw in previous chaptiening is a
common way to test for the existence of a mental structurekBmd Loebell relied
on the Englishditransitive alternation . A ditransitive verb is one likgivewhich can
take two arguments:

The wealthy widow gave\jp the church] {jp her Mercedes].

The verbgive allows another possible subcategorization frame, callpteposi-
tional dative in which the indirect object is expressed as a prepositipheaise:

The wealthy widow gave\lp her Mercedes]dp to the church].

As we discussed on page 18, many verbs other tfiamhave suchalternations
(sendsell, etc.; see Levin (1993) for a summary of many different atidion patterns).
Bock and Loebell relied on these alternations by giving sctsj a picture, and asking
them to describe it in one sentence. The picture was destgnelitit verbs likegive
or sell by showing an event such as a boy handing an apple to a tegihee these
verbs alternate, subjects might, for example, Bag boy gave the apple to the teacher
or The boy gave the teacher an apple
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Before describing the picture, subjects were asked to readheelated “priming”
sentence out loud; the priming sentences either\h&P® NPor V NP PPstructure.
Crucially, while these priming sentences had the saamstituent structuras the da-
tive alternation sentences, they did not have the ssemeantics For example, the
priming sentences might be prepositiottadatives rather thardatives

IBM moved [\p a bigger computer[p to the Sears store].

Bock and Loebell found that subjects who had just re’dNP PPsentence were
more likely to use & NP PPstructure in describing the picture. This suggested that
the use of a particular constitugmtimedthe later use of that constituent, and hence
that the constituent must be mentally represented in ooderime and be primed.

In more recent work, Bock and her colleagues have continuédd evidence for
this kind of constituency structure.

12.10 SUMMARY

This chapter has introduced a number of fundamental coagegyntax via theontext-
free grammar.

¢ In many languages, groups of consecutive words act as a gragonstituent,
which can be modeled lgontext-free grammars(also known aghrase-structure
grammars).

e A context-free grammar consists of a setrafes or productions, expressed
over a set ohon-terminal symbols and a set dérminal symbols. Formally, a
particularcontext-free languagas the set of strings which can blerived from
a particularcontext-free grammar.

e A generative grammaris a traditional name in linguistics for a formal language
which is used to model the grammar of a natural language.

e There are many sentence-level grammatical constructiof&nglish; declar-
ative, imperative, yes-no-question andwh-question are four very common
types, which can be modeled with context-free rules.

e An Englishnoun phrase can havedeterminers, numbers, quantifiers, and
adjective phrasegreceding théead noun which can be followed by a number
of postmodifiers gerundive VPs,infinitives VPs, andoast participial VPs are
common possibilities.

e Subjectsin Englishagreewith the main verb in person and number.

e \erbs can besubcategorizedby the types otomplementsthey expect. Sim-
ple subcategories ateansitive andintransitive ; most grammars include many
more categories than these.

e The correlate oentencesn spoken language are generally caligterances
Utterances may bdisfluent, containingfilled pauseslike umanduh, restarts,
andrepairs.

e Treebanksof parsed sentences exist for many genres of English anddaym
languages. Treebanks can be searched using tree-sedech too
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e Any context-free grammar can be converte@tmmsky normal form, in which
the right-hand-side of each rule has either two non-terlaimraa single terminal.

e Context-free grammars are more powerful than finite-stateraata, but it is
nonetheless possible &pproximate a context-free grammar with a FSA.

e There is some evidence that constituency plays a role in dineah processing
of language.

BIBLIOGRAPHICAL AND HISTORICAL NOTES

“den sprachlichen Ausdruck fur die willkirliche Gliederg einer Gesammt-
vorstellung in ihre in logische Beziehung zueinander getertBestandteile”
“the linguistic expression for the arbitrary division of @tdl idea into its con-
stituent parts placed in logical relations to one another”

Wundt's (1900:240) definition of the sentence; the origin of

the idea of phrasal constituency, cited in Percival (1976).

According to Percival (1976), the idea of breaking up a ss#ento a hierarchy
of constituents appeared in tRélkerpsychologi®f the groundbreaking psychologist
Wilhelm Wundt (Wundt, 1900). Wundt’s idea of constituencgisataken up into lin-
guistics by Leonard Bloomfield in his early bodk Introduction to the Study of Lan-
guage(Bloomfield, 1914). By the time of his later bodlenguageBloomfield, 1933),
what was then called “immediate-constituent analysis” avagll-established method
of syntactic study in the United States. By contrast, tradél European grammar, dat-
ing from the Classical period, defined relations betwserdsrather than constituents,
and European syntacticians retained this emphasis ondapgmdencygrammars.

American Structuralism saw a number of specific definitidrita® immediate con-
stituent, couched in terms of their search for a “discoveogpdure”; a methodological
algorithm for describing the syntax of a language. In gelnérase attempt to capture
the intuition that “The primary criterion of the immediatertstituent is the degree in
which combinations behave as simple units” (Bazell, 19662&4). The most well-
known of the specific definitions is Harris’ idea of distrilmrtal similarity to individual
units, with thesubstitutabilitytest. Essentially, the method proceeded by breaking up a
construction into constituents by attempting to substisiinple structures for possible
constituents—if a substitution of a simple form, sagn was substitutable in a con-
struction for a more complex set (liketense young mgnthen the formintense young
manwas probably a constituent. Harris’s test was the beginafrige intuition that a
constituent is a kind of equivalence class.

The first formalization of this idea of hierarchical constihcy was thehrase-
structure grammar defined in Chomsky (1956), and further expanded upon (and
argued against) in Chomsky (1957) and Chomsky (1975). Frostime on, most
generative linguistic theories were based at least in partantext-free grammars
or generalizations of them (such as Head-Driven Phraset8teiGrammar (Pollard
and Sag, 1994), Lexical-Functional Grammar (Bresnan, 1 98@&ernment and Bind-
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X-BAR SCHEMATA

GENERATIVE

FUNCTIONAL

ing (Chomsky, 1981), and Construction Grammar (Kay andhigite, 1999), inter
alia); many of these theories used schematic context-émeplates known ax-bar
schematawhich also relied on the notion of syntactic head.

Shortly after Chomsky’s initial work, the context-free gnamar was rediscovered
by Backus (1959) and independently by Naur et al. (1960) @ir tdescriptions of
the ALGOL programming language; Backus (1996) noted thawvae influenced by
the productions of Emil Post and that Naur's work was indejea of his (Backus’)
own. (Recall the discussion on pa@e of multiple invention in science.) After this
early work, a great number of computational models of natarsguage processing
were based on context-free grammars because of the eadyogevent of efficient
algorithms to parse these grammars (see Ch. 13).

As we have already noted, grammars based on context-fiearg not ubiquitous.
Various classes of extensions to CFGs are designed spégifichandle long-distance
dependencies. We noted earlier that some grammars tregidistance-dependent
items as being related semantically but not syntactic#iiig;surface syntax does not
represent the long-distance link (Kay and Fillmore, 199@licover and Jackendoff,
2005). But there are alternatives. One extended formaksiree Adjoining Gram-
mar (TAG) (Joshi, 1985). The primary data structure in Tree Adjgg Grammar is
the tree, rather than the rule. Trees come in two kindisial trees and auxiliary
trees Initial trees might, for example, represent simple setidéstructures, while
auxiliary trees are used to add recursion into a tree. Treesambined by two oper-
ations calledsubstitution andadjunction. The adjunction operation is used to handle
long-distance dependencies. See Joshi (1985) for morésdeta extension of Tree
Adjoining Grammar called Lexicalized Tree Adjoining Gramrs will be discussed
in Ch. 14. Tree Adjoining Grammar is a member of the familynafdly context-
sensitive language$o be introduced in Ch. 15.

We mentioned on page 21 another way of handling long-distalependencies,
based on the use of empty categories and co-indexing. The Reebank uses this
model, which draws (in various Treebank corpora) from thieReed Standard Theory
and Minimalism (Radford, 1997).

Representative examples of grammars that are based on @latidns rather than
constituency include the dependency grammar of Mel'¢@ @), the Word Grammar
of Hudson (1984), and the Constraint Grammar of Karlssoh €1295).

There are a variety of algorithms for building a regular gnzen which approxi-
mates a CFG (Pereira and Wright, 1997; Johnson, 1998; Laoganand Langsam,
1987; Nederhof, 2000; Mohri and Nederhof, 2001).

Readers interested in the grammar of English should get btieecthree large
reference grammars of English: Huddleston and Pullum (R@iBer et al. (1999),
and Quirk et al. (1985), Another useful reference is McCg1£98).

There are many good introductory textbooks on syntax frdferdint perspectives.
Sag et al. (2003) is an introduction to syntax frogesmerativeperspective, focusing on
the use of phrase-structure, unification, and the typeahty in Head-Driven Phrase
Structure Grammar. Van Valin and La Polla (1997) is an inticigbn from afunc-
tional perspective, focusing on cross-linguistic data and on timetfonal motivation
for syntactic structures.
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See Bach (1988) for an introduction to basic categorial gnam Various exten-
sions to categorial grammars are presented in Lambek (1D868jty (1979), and Ades
and Steedman (1982) inter alia; the other papers in Oehale (@988) give a survey of
extensions. Combinatory categorial grammar is present&ldedman (1989, 2000);
see Steedman and Baldridge (2003) for a tutorial introducttee Ch. 18 for a discus-
sion of semantic composition.

EXERCISES

12.1 Draw tree structures for the following ATIS phrases:

Dallas

from Denver

after five p.m.

arriving in Washington
early flights

all redeye flights

on Thursday

a one-way fare

any delays in Denver

]

—7Q -0 20T

12.2 Draw tree structures for the following ATIS sentences:

. Does American airlines have a flight between five a.m. and.six
. I would like to fly on American airlines.

. Please repeat that.

. Does American 487 have a first class section?

. |1 need to fly between Philadelphia and Atlanta.

. What is the fare from Atlanta to Denver?

g. Is there an American airlines flight from Philadelphia td|Bs?

- DO & 0 T o

12.3 Augmentthe grammar rules on page 16 to handle pronouns.pbaadrly with
person and case.

12.4 Modify the noun phrase grammar of Sections 12.3.3—-12.3cétectly model
mass nouns and their agreement properties

12.5 How many types oNPs would the rule on page 12 expand to if we didn't allow
parentheses in our grammar formalism?

12.6 Assume a grammar that has maviip rules for different subcategorizations, as
expressed in Sec. 12.3.5, and differently subcategoriedurules likeVerb-with-NP-
complementHow would the rule for post-nominal relative clauses ()}21&ed to be
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POSSESSIVE
GENITIVE

modified if we wanted to deal properly with examples ltke earliest flight that you
have? Recall that in such examples the pronthettis the object of the verget Your
rules should allow this noun phrase but should correctly out the ungrammatical S
*] get.

12.7 Does your solution to the previous problem correctly moldelNPthe earliest
flight that | can ge? How abouthe earliest flight that | think my mother wants me to
book for he® Hint: this phenomenon is calléahg-distance dependency

12.8 Write rules expressing the verbal subcategory of Englistiliades; for exam-
ple you might have a ruleerb-with-bare-stem-VP-complementcan

12.9 NPs like Fortune’s officeor my uncle’s markare calledpossessiver genitive
noun phrases. A possessive noun phrase can be modeled tirygtitha sub-NP like
Fortune’sor my uncle’sas a determiner of the following head noun. Write grammar
rules for English possessives. You may treas if it were a separate word (i.e., as if
there were always a space beftae

12.10 Page 9 discussed the need foa-NPconstituent. The simplesWh-NPis
one of thewh-pronoungwho, whom, whose, whizhThe Wh-wordsvhatandwhich
can be determinersvhich four will you have;what credit do you have with the Duke?
Write rules for the different types &f/h-NFs.

12.11 Write an algorithm for converting an arbitrary contextefigrammar into Chom-
sky normal form.
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