Instructor & Texts

Instructor: Kim Bruce
212B Millikan, x7-1866
kim@cs.pomona.edu
Office Hours: TWF 1:30-3:00 p.m. & by appt.

Lectures: MWF 11:00 - 11:50 a.m., Andrew 253

Texts:
- Concepts in Programming Languages
  by John C. Mitchell, Cambridge University Press, 2003, and
- (recommended) Elements of ML Programming: SML ‘97 edition

Course web page: http://www.cs.pomona.edu/classes/cs131/
Instructor’s web page: http://www.cs.pomona.edu/~kim/
Prerequisites: CSC070 and CSC081

Overview

A programming language is a programmer’s principal interface with the computer. As such, the choice of an appropriate language can make a large difference in a programmer’s productivity. A major goal of this course is to present a comprehensive introduction to the principal features and overall design of both traditional and modern programming languages. As such you will be examining language features both in isolation and in the context of a more complete language description.

While we will examine features of older imperative programming languages like Pascal and C, we will also examine features and programming paradigms introduced in more recent programming languages in response to problems in writing programs in these earlier languages. We will also investigate and practice writing interpreters and/or compilers for simple programming languages. This hands-on experience will provide a firm grounding in both the run-time characteristics of programming languages and the formal specification of programming language semantics.

At the end of this course you should have a more thorough understanding of why certain programming language features provide more support for the production of reliable programs, while others are fraught with ambiguity or other problems. Since programming languages mediate between the programmer and the raw machine, we will also gain a deeper understanding of how programming languages are compiled, what actually happens when a program is executed on a computer, and how the programming language design affects these. As an example, by the end of the course, you should be able to understand why Java is generally considered a more reliable language than C or C++, while it will also generally execute a bit slower.

An important feature of this course is the discussion of programming language paradigms (in particular, languages which support new ways of thinking about implementing algorithms). We will inves-
tigate both the new features themselves and the software engineering problems which spawned these developments.

This course will involve extensive reading on your part, both in the text and in outside sources. The segments of the course which introduce new programming language paradigms will also feature some relatively simple programming in languages representative of the functional and object-oriented paradigms (Scheme, ML, and Java or others).

Lectures and Readings

The schedule on the following two pages shows the tentative schedule of topics to be covered at each class meeting during the semester. Consult the on-line version of the course syllabus (see URL above) regularly to see the most current version of the schedule of topics and readings. The on-line version of this schedule will be revised as the semester progresses.

I expect you to do the reading for a class before the lecture. I will not attempt to cover in lecture all the material in the readings. Instead my goal will be to cover the highlights or particularly difficult material. For this to work, you will need to already be familiar with the simpler aspects of the material. If you keep up your part of the bargain we should be able to have more interesting discussions in class, rather than just listening to me go over the text.

In the table below, M stands for Mitchell’s book, while U stands for Ullman’s ML text.

<table>
<thead>
<tr>
<th>Lecture</th>
<th>Date</th>
<th>Topic</th>
<th>Reading</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Aug. 30</td>
<td>Preview and History</td>
<td>M 1</td>
</tr>
<tr>
<td>2.</td>
<td>Sept. 1</td>
<td>Computability</td>
<td>M 2</td>
</tr>
<tr>
<td>3.</td>
<td>Sept. 4</td>
<td>Lisp</td>
<td>M 3.1-3.3</td>
</tr>
<tr>
<td>4.</td>
<td>Sept. 6</td>
<td>LISP &amp; Scheme</td>
<td>M 3.4-3.5</td>
</tr>
<tr>
<td>5.</td>
<td>Sept. 8</td>
<td>Compilers, Interpreters, &amp; Virtual Machines</td>
<td>M 4.1</td>
</tr>
<tr>
<td>6.</td>
<td>Sept. 11</td>
<td>Lambda Calculus</td>
<td>M 4.2</td>
</tr>
<tr>
<td>7.</td>
<td>Sept. 13</td>
<td>More lambda calculus</td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>Sept. 15</td>
<td>Even more lambda calculus</td>
<td></td>
</tr>
<tr>
<td>9.</td>
<td>Sept. 18</td>
<td>Algol &amp; Pascal</td>
<td>M 5.1</td>
</tr>
<tr>
<td>10.</td>
<td>Sept. 20</td>
<td>C &amp; ML</td>
<td>M 4.4, 5.2-5.3</td>
</tr>
<tr>
<td>11.</td>
<td>Sept. 22</td>
<td>ML</td>
<td>M 5.4 &amp; U as needed</td>
</tr>
<tr>
<td>12.</td>
<td>Sept. 25</td>
<td>More ML</td>
<td>U as needed</td>
</tr>
<tr>
<td>Lecture</td>
<td>Date</td>
<td>Topic</td>
<td>Reading</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
<td>--------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>13.</td>
<td>Sept. 27</td>
<td>Even More ML</td>
<td>U as needed</td>
</tr>
<tr>
<td>14.</td>
<td>Sept. 29</td>
<td>Types &amp; Polymorphism</td>
<td>M 6 except 6.3</td>
</tr>
<tr>
<td>15.</td>
<td>Oct. 2</td>
<td>Type Inference</td>
<td>M 6.3</td>
</tr>
<tr>
<td>16.</td>
<td>Oct. 4</td>
<td>Lexing &amp; Parsing</td>
<td></td>
</tr>
<tr>
<td>17.</td>
<td>Oct. 6</td>
<td>More Parsing</td>
<td></td>
</tr>
<tr>
<td>18.</td>
<td>Oct. 9</td>
<td>Semantics</td>
<td>M 4.3</td>
</tr>
<tr>
<td>19.</td>
<td>Oct. 11</td>
<td>More semantics</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oct. 16</td>
<td><strong>Fall Break</strong></td>
<td></td>
</tr>
<tr>
<td>21.</td>
<td>Oct. 18</td>
<td>Functions &amp; Procedures</td>
<td>M 7.3</td>
</tr>
<tr>
<td>22.</td>
<td>Oct. 20</td>
<td>Higher-Order Functions</td>
<td>M 7.4-7.5</td>
</tr>
<tr>
<td>23.</td>
<td>Oct. 23</td>
<td>Managing the Heap</td>
<td></td>
</tr>
<tr>
<td>25.</td>
<td>Oct. 27</td>
<td>Continuations &amp; Evaluation Or-</td>
<td>M 8.3-8.5</td>
</tr>
<tr>
<td></td>
<td>der</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27.</td>
<td>Nov. 1</td>
<td>Modules</td>
<td>M 9.3-9.5</td>
</tr>
<tr>
<td>28.</td>
<td>Nov. 3</td>
<td>More Modules</td>
<td></td>
</tr>
<tr>
<td>29.</td>
<td>Nov. 6</td>
<td><em>Catch-up</em></td>
<td></td>
</tr>
<tr>
<td>30.</td>
<td>Nov. 8</td>
<td>OOLs</td>
<td>M 10</td>
</tr>
<tr>
<td>31.</td>
<td>Nov. 10</td>
<td>Visitor Pattern</td>
<td>M 10.4</td>
</tr>
<tr>
<td>32.</td>
<td>Nov. 13</td>
<td>Simula &amp; Smalltalk</td>
<td>M 11</td>
</tr>
<tr>
<td>33.</td>
<td>Nov. 15</td>
<td>C++ &amp; Implementation</td>
<td>M 12</td>
</tr>
<tr>
<td>34.</td>
<td>Nov. 17</td>
<td>Java &amp; Typing Issues</td>
<td>M 13.1-13.4</td>
</tr>
<tr>
<td>Lecture</td>
<td>Date</td>
<td>Topic</td>
<td>Reading</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
<td>-------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>35.</td>
<td>Nov. 20</td>
<td>OOL &amp; generics</td>
<td></td>
</tr>
<tr>
<td>36.</td>
<td>Nov. 22</td>
<td>Java Security</td>
<td>M 13.5</td>
</tr>
<tr>
<td>37.</td>
<td>Nov. 27</td>
<td>Axiomatic Semantics &amp; Correctness</td>
<td></td>
</tr>
<tr>
<td>38.</td>
<td>Nov. 29</td>
<td>Concurrency</td>
<td>M 14.1-14.2</td>
</tr>
<tr>
<td>39.</td>
<td>Dec. 1</td>
<td>More Concurrency</td>
<td>M 14.3-14.4</td>
</tr>
<tr>
<td>41.</td>
<td>Dec. 6</td>
<td>Summary</td>
<td></td>
</tr>
</tbody>
</table>

Homework and Programming Assignments

Programs Programs for this course will be run on the Pomona College Computer Science department’s lab facilities, based in Andrew 252. You are welcome to use other computers to write and test your programs, but they must run on our facilities. You may log in remotely to any of the lab machines using ssh. Please do not log into any of our servers (e.g., linus) to do homework.

Turning in Homework Runnable copies of programs for homework should be copied into directory /common/cs/cs131/dropbox on these computers. Files should be labelled with your name and the assignment number. If you have more than one file for an assignment, please put all associated files in a directory and turn in the directory. You can either drag your file or directory into dropbox or use sftp if you are running remotely. You are responsible for making sure that your program, as turned in, will run successfully without any extra work on my part. Include instructions on how to run your programs either at the top of the program file or in a separate README.

I prefer to receive copies of all problems, whether program or not, in the dropbox. Non-program solutions can be turned in either as plain text or pdf (preferably generated by LaTeX). If you would prefer to write your solutions by hand, please turn in printouts of all problems (including the programs), but also turn in programs in the dropbox. All items turned in must have your name on them (e.g., as comments for programs), as I will normally be looking at printouts, and will not know who to give credit to if there are no names printed.

An important criterion in grading homework will be clarity of solution. Thus you should attempt to explain your solutions, program or not, as clearly as possible. This also means that programs should be carefully documented so that I can understand them. At a minimum, each function defined should include a comment on what it does. The comment should explain what each input parameter stands for and how the output depends on the input.

Late policy Problems involving analysis of programming language features will be assigned and due most weeks during the term. Homework will generally be due at the beginning of class on Wednesdays. Each student may use a maximum of three late days during the course of the semester (note that weekend days count). Once those late days are used up, late homework will not be accepted.
Exams and Grading

There will be take-home midterm and final exams covering both lectures and readings. The midterm will be handed out after fall break. Student grades will be determined as follows: Midterm: 25%, Final Exam: 35%, Homework and programs: 40%.

Collaboration & Academic Honesty Policy

I highly encourage students to get together in small groups to go over material from the lectures and text, work problems from the text, study for exams, and to discuss the general ideas and approaches to material in the course.

However, work to be turned in, including programming assignments, must be done independently, unless I explicitly designate an assignment as one in which collaboration is allowed. As explained in the student handbook, this means that the work you turn in must represent only your own work. It must not be based on help from others or information obtained from sources other than those approved by the instructor (e.g., the text, web pages linked from the course web page, and materials provided in lecture). Effective learning is compromised when this is not the case.

Accordingly, you should never read or copy another student’s code or solutions, exchange computer files, or share your code or solutions with anyone else in the class until after the assignment is due. However, students may collaborate or receive help from each other on an occasional basis as long as all parties contributing are given explicit credit for their contributions to the homework. I will inform students if I believe they are collaborating too much. Uncredited collaborations will be considered a violation of college policies and will be handled appropriately. If there is any doubt about whether a collaboration is legal, you should cite it or ask me. I will let you know if it is within the rules.

An important exception to the above rules has to do with learning to use new computer languages. Students are explicitly allowed to help each other with difficulties in setting up or running interpreters or compilers to run programs, and to help explain error messages. However, any collaboration beyond that point should be cited as explained in the prior paragraph.

Failure to abide by these rules is considered plagiarism, and will result in severe penalties. The first offense typically results in failure in the course and referral to the appropriate college office or committee. See the Academic Honesty Policy in the Student Handbook for further information. Please do not put me, yourself, or anyone else in this unpleasant situation.