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Problems for Statistical MT

Preprocessing
— How do we get aligned bilingual text?
— Tokenization
— Segmentation (document, sentence, word)

Language modeling
— Given an English string e, assigns P(e) by formula

Translation modeling
— Given a pair of strings <f,e>, assigns P(f | e) by formula

Decoding
— Given a language model, a translation model, and a new sentence f ... find translation
e maximizing P(e) * P(f | e)

Parameter optimization

— Given a model with multiple feature functions, how are they related? What are the
optimal parameters?

Evaluation
— How well is a system doing? How can we compare two systems?

Translation Model

Want: probabilistic model gives us how likely one sentence is
to be a translation of another, i.e p(foreign | english)

[Mary did not slap the green witch |

Maria no dié una botefada a la bruja verde

Can we just model this directly, i.e. p(foreign | english) ?
How would we estimate these probabilities, e.g.
p( “Maria ...” | “Mary ...”)?

Translation Model

Want: probabilistic model gives us how likely one sentence is
to be a translation of another, i.e p(foreign | english)

\Mary did not slap the green witch \

Maria no dié una botefada a la bruja verde

count(“Mary...” aligned-to “Maria...”
p(“Maria...” | “Mary..”) = (Mary.” alig )

count( “Mary...")

Not enough data for most sentences!

Translation Model

Key: break up process into smaller steps

\Mary did not slap the green witch \

.ﬂ\\. \. \ sufficient

statistics for

l l l l l\\\\‘smaller steps
L1 N N/

.Y

‘ Maria no di6 una botefada a la bruja verde ‘




What kind of Translation Model?

\Mary did not slap the green witch \
/

NN\

Word-level models
Phrasal models
Syntactic models

Semantic models

S B R N NN o

‘ Maria no dié una botefada a la bruja verde ‘

IBM Word-level models

\Mary did not slap the green witch \

Word-level model

~

‘ Maria no dié una botefada a la bruja verde

Generative story: description of how the translation happens
1. Each English word gets translated as 0 or more Foreign words
2. Some additional foreign words get inserted

3. Foreign words then get shuffled
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IBM Word-level models

\Mary did not slap the green witch \

= DN

Word-level model

S NS

‘ Maria no di6 una botefada a la bruja verde

Each foreign word is aligned to exactly one English word.

Key idea: decompose p( foreign | english ) into word translation
probabilities of the form p( foreign_word | english_word )

IBM described 5 different levels of models with increasing complexity
(and decreasing independence assumptions)

Some notation
E= €€y English sentence with length |E|

F=ff,.. f‘ F‘ Foreign sentence with length |F|

Mary did not slap the green witch

e & & e € €& €;

/S A A AR 1 L
Maria no di6 una botefada a la bruja verde

Translation model: P(F 1 E)= p(flfz...fw |elez...e‘E‘)
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Word models: IBM Model 1

[Mary did not_slap the green witch |
/ A \*‘ p(verde | green)
| Maria no di6 una botefada@)a bruja verde |

Each foreign word is aligned to exactly one English word

This is the ONLY thing we model!

Does the model handle foreign words
that are not aligned, e.g. “a”?

Word models: IBM Model 1

NULL [Mary did not slap the green witch |

p(verde | green)

‘ Maria no dié una botefada a la bruja verde ‘

Each foreign word is aligned to exactly one English word

This is the ONLY thing we model!

Include a “NULL” English word and align to this to account for deletion
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Word models: IBM Model 1

generative story -> probabilistic model
— Key idea: introduce “hidden variables” to model the word alignment

P(ﬂf:fw | 6162“'8\5\)

&

PUiSserfipp @iy 1 €050
« one variable for each foreign word
g corresponds to the ith foreign word

* each g can take a value 0...|E|

Alignment variables

Mary did not slap the green witch
€ & & &G e & & €
N/ R A AR AR 1 CR I
Maria no dié una botefada a la bruja verde

al
az
a3
a4
as
a6
a7

as

[ R T R N N R VO Y

a9
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Alignment variables

And the program has been implemented
€ € € ) e, & €

Alignment?
i kb LKL N
Le programme a ete mis en application

Alignment variables

And the program has been implemented
€

€ € € & e, &
b L s f
Le programme a ete mis en application

al
a2
a3
a4
as

as

o 69 -9 &9 o &9 -

a7
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Alignment variables _—
9 Probabilistic model
And the program has been implemented
€, e e e e, € [ ?
/ / / // T PUifutpleerey) = pUfifofyptydy lee..a,)
VA VAR P ER A NO!
Le programme a ete mis en application ’
- ;
a3 4
:z Z P oo Oyt €,05..0) |::> (ot ei€r)
a6 6
ar 6 How do we get rid of variables?
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NLPPass, EngPass P(NLPPass,

true, true

true, false
false, true
false, false

Joint distribution

EngPass) .
88 What is P(ENGPass)?|
.01
.04
.07

true, true
true, false
false, true

Joint distribution

0.92
NLPPass, EngPass P(NLPPass,
EngPass) X
88 How did you
01 figure that out?
.04
.07

false, false
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P(x)= Y p(x.y)

YEY

NLPPass, EngPass P(NLPPass,

true, true

true, false
false, true
false, false

Joint distribution

Called “marginalization”, aka
summing over a variable

EngPass)
.88
.01
.04
.07

Probabilistic model

P oS Veseey) = EE...Ep(flfz...f‘F‘,a,az...a,F, lee, )

aR

Sum over all possible values, i.e. marginalize
out the alignment variables
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Independence assumptions

IBM Model 1:
|FI|
PUfoew S it 1 60sa) = ] [ (S Te,)
i=1
What independence assumptions are we making?

What information is lost?

|F|

P(f]fsz\f\’aﬂzmaw |e|€2"'e\£\) = np(fx le,)

And the program has been implemented
eﬁ

e
ho 5 Ll s f S
Le programme a ete mis en application
Are the probabilities any different under model 1?
And the program has been implemented

€ € € & € & €

5 £ A A
application en programme Le mis ete a
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IF

P(ﬁfz---f\p\’“laz---alﬂ |e|ez...e‘E‘) = Hl’(f, |eu,)

And the program has been implemented
€

€ € & € € &
Lok VAN /R ER A
Le programme a ete mis en application

No. Model 1 ignores word order!

And the program has been implemented

€ € € ) e, & 3

h Y A A A
application en programme Le mis ete a

IBM Model 2

NULL _[Mary did not slap the green witch |

R p(la|the)

Maria no dié una botefada a la verde>bzu'a

l l l l l p(i aligned-to a)
‘ Maria no dié una botefada a la bruja verde ‘

IF|

p(f|f2...fw,a,az..‘amI Ie,ez..‘e‘b.‘) = Hp(i aligned-to a,)p(f;le,)
i=1

Models word movement by position, e.g.
» Words don’t tend to move too much
« Words at the beginning move less than words at the end
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IBM Model 3

NULL [Mary did not slap the green witch |

) p(3lslap)
Mary not slap slap slap the green witch

p(la|the)
Maria no dié una botefada a la verde bruja

J p(i aligned-to &)
‘ Maria no dié una bote/fadé a la bruja verde ‘

Incorporates “fertility”: how likely a particular
English word is to produce multiple foreign words

Word-level models

Problems/concerns?

— Multiple English words for one French word
* IBM models can do one-to-many (fertility) but not many-to-
one
— Phrasal Translation
- “real estate”, “note that”, “interest in”
— Syntactic Transformations
« Verb at the beginning in Arabic
« Translation model penalizes any proposed re-ordering

« Language model not strong enough to force the verb to move
to the right place
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Benefits of word-level model

Rarely used in practice for modern MT systems

Why talk about them?

Mary did not slap the green witch

€ € & & e ew\
/S R S R SR (N FR I
Maria no di6 una botefada a la bruja verde
Two key side effects of training a word-level model:

« Word-level alignment
« p(f| e): translation dictionary

Training a word-level model

IF1
p(fifé“'f\}V“l“Z"'“lFl I 3132"'6\5\) =
i=1 >

-
Where do these come from?

Have to learn them!

The old man is happy. He
has fished many times.

His wife talks to him.
The sharks await.

— E| Vi€jO esta feliz porque ha
pescado muchos veces.

— SU mujer habla con él.
— | OS tiburones esperan.
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Word models: IBM Model 1

NULL [Mary did not slap the green witch |

p(verde | green)

‘ Maria no dié una botefada a la bruja verde ‘

Each foreign word is aligned to exactly one English word

This is the ONLY thing we model!

IF|

P(ﬁfz---f\r\’“l“z"-“lﬂ |e|ez...e‘E‘) = Hp(f, |e(,,)
-1

Training a word-level model

The old man is happy. He
has fished many times.

His wife talks to him.
The sharks await.

El viejo esta feliz porque ha
pescado muchos veces.

— SU mujer habla con él.
—— | 0S tiburones esperan.

1
P(flfsz\f\’alaz'"aw | elez"'e\b\) =

i=l

p(f;le,): probability that e is translated as f
How do we learn these?

What data would be useful?
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Thought experiment

The old man is happy. He has fished many times.

Vs N

El viejo esta feliz porque ha pescado muchos veces.

His wife talks to him. The sharks await.

TR VoV N

Su mujer habla con él. Los tiburones esperan.

p(file,)= ?

Thought experiment

The old man is happy. He has fished many times.

Vs N

El viejo esta feliz porque ha pescado muchos veces.

His wife talks to him. The sharks await.

IR VoV N

Su muijer habla con él. Los tiburones esperan.

_ count(f aligned-to e) p(el | the) = 0.5

p(Los | the) = 0.5

p(file,)

count(e)

Any problems concerns?
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Thought experiment

The old man is happy. He has fished many times.

Vs N

El viejo esta feliz porque ha pescado muchos veces.

His wife talks to him. The sharks await.

IR VoV N

Su mujer habla con él. Los tiburones esperan.

Getting data like this is expensive!

Even if we had it, what happens when we switch to a new
domain/corpus

Thought experiment #2

The old man is happy. He has fished many times.

L/ 11 VN

El viejo esta feliz porque ha pescado muchos veces.

Annotator 1

The old man is happy. He has fished many times.

(177 TTT VN e

El viejo esta feliz porque ha pescado muchos veces.

count(f aligned-to e)

p(file,)= What do we do?

count(e)
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Thought experiment #2

The old man is happy. He has fished many times.

ST TN e

El viejo esta feliz porque ha pescado muchos veces.

The old man is happy. He has fished many times.

Ly /) L AN

El viejo esta feliz porque ha pescado muchos veces.

20 annotators

_ count(f aligned-to e) What do we do?

p(fle,)

count(e)

Thought experiment #2

The old man is happy. He has fished many times.

T T LN e

El viejo esta feliz porque ha pescado muchos veces.

The old man is happy. He has fished many times.

LV /) TN

El viejo esta feliz porque ha pescado muchos veces.

20 annotators

Use partial counts:
- count(viejo | man) 0.8
- count(viejo | old) 0.2

_ count(f aligned-to e)

p(file,)

count(e)
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Training without alignments

ab
Xy
How should these be aligned?
cb
ZX There is some information!

(Think of the alien translation task last time)
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