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Basic probability theory: terminology Basic probability theory: terminology
[

An event is a subset of the sample space

An experiment has a set of potential outcomes, e.g., throw a die,
“look at” another example

Dice rolls
o {2}
o {3,6)

The sample space of an experiment is the set of all possible o even=1{2,4,6)

outcomes, e.g., {1, 2, 3, 4, 5, 6} o odd ={1,3,5}

Machine learning
For machine learning the sample spaces can be very large O A parficular feature has particular values
O An example, i.e. a particular setting of feature values

o label = Chardonnay
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Events Random variables

[ . e
We're interested in probabilities of events A random variable is a mapping from the sample space to a set

Op({2}) of possible outcomes, often numbers (think events)

O p(label=survived) It represents all the possible values of something we want to

O p(label=Chardonnay) measure in an experiment

O p(“Pinot” occurred) \I:or example, random variable, X, could be the number of heads
or a coin

A0 T T
X 3 2 2 1 2 1 1 o

Really for notational convenience, since the event space can
sometimes be irregular

Random variables Probability distribution

by | S,
We're interested in the probability of the different values of a

To be explicit
random variable

o A probability distribution assigns probability values to all possible values
of a random variable

The definition of probabilities over all of the possible values of a o These values must be >= 0 and <=1

random variable defines a probability distribution o These values must sum to 1 for all possible values of the random variable

=N (N (e e
X 3 2 2 1 2 1 1 o

3 P(X=3)=1/8
2 P(X=2) = 3/8
1 P(X=1)=3/8
o P(X=0)=1/8
7 8
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Unconditional /prior probability Joint distribution

| O . | )
Simplest form of probability is We can also talk about probability distributions over multiple variables
o P(X)
P(X,Y)

Prior probability: without any additional information, what is
the probability o i
0 What is the probability of heads? o a distribution over the cross product of possible values
O What is the probability of surviving the titanic?

O What is the probability of a wine review containing the word
“banana”?

O What is the probability of a passenger on the titanic being under

o probability of X and Y

true, true .88
21 years old? true, false .01
o...

false, true .04
false, false .07

9 10

Joint distribution Joint distribution
| |

still a probability distribution
o all values between O and 1, inclusive
o all values sum to 1

still a probability distribution
o all values between O and 1, inclusive
o all values sum to 1

All questions/probabilities of the two variables can be calculated from

All questions/probabilities of the two variables can be calculate from
the joint distribution

the joint distribution

[ ] S

true, true .88

. 3 88 .

What is P(ENGPass)? froetrue How did you
true, false 01 true, false 01 i b 2
false, true .04 false, true .04 igure that oute
false, false 07

false, false 07

11 12
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Joint distribution Conditional probability

| ) | el
. « . " As we learn more information, we can update our probability
This is called “summing over” or distribution
P(x)= Ep(x,y) “marginalizing out” a variable

YEY P(X|Y) models this (read “probability of X given Y”)

o What is the probability of a heads given that both sides of the coin are

fToe) 0.89 o What is the probability the document is about Chardonnay, given that it

contains the word “Pinot"2
false 0.11 ) s o
o What is the probability of the word “noir” given that the sentence also
contains the word “pinot”2
s - --
true, false 01

true 0.92 Notice that it is still a distribution over the values of X
false, true 04
false, false 07 false 008

Conditional probability Conditional probability
| |
P(X,)Y)
=9 _
p(X1Y) =7 P T
Given that y has happened, in
SN N what proportion of those
(é’ (é’ events does x also happen

In terms of the pior (p(x) or p(y)) and joint

distributions (p(x,y)), what is the conditional

probability distribution?
15 16
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Conditional probability

| )
PX.Y)

XD = 2

Given that y has happened,
what proportion of those
events does x also happen

@\\

MLPass AND EngPass P(MLPass,
EngPass)
true, true .88 What is:
true, false .01 p(MLPass=true | EngPass=false)?
false, true 04
false, false 07

Conditional probability

| )
MLPass AND EngPass P(MLPass, pX1Y)= P;f);l)/)
EngPass)
frue, true 88 What is:
true, false .01 p(MLPass=true | EngPass=false)?
false, frue 04
false, false 07

P(true, false) =0.01
(true, false) ~ 0125

P(EngPass = false)=0.01+0.07=0.08

Notice this is very different than p(MLPass=true) = 0.89

17

18

Both are distributions over X A note about notation
| ] | ]
ditional for Conditional probability When talking about a particular random variable value, you
Unconditional /prior should technically write p(X=x), etc.
probability
However, when it's clear , we'll often shorten it
p(X) pX1Y)
Also, we may also say P(X) or p(x) to generically mean any
T ] particular value, i.e. P(X=x)
EngPass=false)
true 0.89
false o1 true 0.125 P(true, false) =0.01
false 0.875 = o'] 25
P(EngPass = false)=0.01+0.07=0.08
19

20
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Properties of probabilities

P(AorB)=2

True

Properties of probabilities
=
P(A or B) = P(A) + P(B) - P(A,B)

True

21

22

Properties of probabilities Chain rule (aka product rule)
= =
P(—E) = 1-P(E) P(X.Y) (X,Y) = P(XIY)P(Y)
X1Y)= P
rxin-£50 )
More generally: We can view calculating the probability of X AND Y
Given events E = ey, ey, ..., &, occurring as two steps:
1. Y occurs with some probability P(Y)
ple)=1- Ep(e/) 2. Then, X occurs, given that Y has occurred
J=lin,jei
P(E1, E2) < P(E1)
or you can just trust the math... ©
23 24



Chain rule

=

PXY.Z) = P(XIY.2)P(Y.Z)
p(X)Y,Z)= P(XY|Z)P(Z)
PXY.Z)= P(XIY.Z)P(Y1Z)P(Z)
PXY.Z)= P(Y.ZIX)P(X)

Applications of the chain rule
[

We saw that we could calculate the individual prior probabilities
using the joint distribution

PO = 3 plx.y)
YEY

What if we don’t have the joint distribution, but do have
conditional probability information:

P(Y)
P(X1Y)
p(X,.X,,...X,)=?
P = 3 pOIp(x1y)
25 26
Bayes’ rule (theorem) Bayes’ rule
| |
_PIXY) XYY = P(XIV)P(Y) Allows us to talk about P(Y | X) rather than P(X]Y)
pxin= O T
Sometimes this can be more intuitive
_ Py :’> (X.¥) = P(Y1X)P(X)
YIX)= p
pYIX) PO Why?
AXITY) = PYIX)P(X)
P(Y IX)P(X) P(Y)
pX1Y)= ——————
P(Y)

27
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b
Bayes’ rule Gaps
| ) | )
p(disease | symptoms)
For everyone who had those symptoms, how likely is the disease? \
plsymptoms | disease) | just won't put these away.
= For everyone that had the disease, how likely is the symptom?
direct object
pl label | features )
For all examples that had those features, how likely is that label2 These, | just won’t put away.
plfeatures | label) '
® For all the examples with that label, how likely is this feature o
~
plcause | effect) vs. pleffect | cause) These, | just won't put away.
gap
29 30
Gaps Gaps
| |
. 2 .
What did you put aways Whose socks did you fold and put away?
9ap gap gap
The socks that | put away. 4
9P Whose socks did you fold 2
gap
Whose socks did you put away?
gap

31

32
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Parasitic gaps
|

These I'll put away without folding

gap gap

v

These I'll put away.
gap

These without folding
gap

Parasitic gaps
|

These I'll put away without folding

gap gap
1. Cannot exist by themselves (parasitic)

These I'll put my pants away without folding
gap

2. They're optional

These I'll put away without folding them.

gap

33
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Parasitic gaps
[

http://literalminded.wordpress.com/2009/02/10/do
ugs-parasitic-gap/

Frequency of parasitic gaps
=

Parasitic gaps occur on average in 1/100,000
sentences

Problem:

Your friend has developed a machine learning approach
to identify parasitic gaps. If a sentence has a parasitic
gap, it correctly identifies it 95% of the time. If it
doesn't, it will incorrectly say it does with probability
0.005. Suppose we run it on a sentence and the
algorithm says it is a parasitic gap, what is the
probability it actually is?

35
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Prob of parasitic gaps
e

Your friend has developed @ machine learning approach fo identify parasitic gaps.
If a sentence has a parasitic gap, if correctly identifies it 95% of the fime. If it
doesn’t it will incorrectly say it does with probability 0.005. Suppose we run it on @
sentence and the algorithm says it is @ parasitic gap, what is the probability it
actually is?

G=gap

T = test positive

What question do we want to ask?

Prob of parasitic gaps
e

Your friend has developed a machine learning approach fo identify parasitic gaps.
If @ sentence has a parasitic gap, it correctly identifies it 95% of the fime. If it
doesn't it will incorrecily say it does with probability 0.005. Suppose we run it on @
sentence and the algorithm says it is @ parasitic gap, what is the probability it
actually is?

G =gap

T = test positive

pgln=?

37

38

Prob of parasitic gaps
[

Your friend has developed a machine learning approach to identify parasitic gaps.
If a sentence has a parasitic gap, it correctly identifies it 95% of the time. If it
doesn't, it will incorrectly say it does with probability 0.005. Suppose we run it on a
sentence and the algorithm says it is a parasitic gap, what is the probability it
actually is?

G =gap

T = test positive

)< P19p(e)
p)

plpe) pt1g)p(g)
Np@ptly)  p@ptlg)+ pR)p(t12)

$E€G

p(glt

Prob of parasitic gaps
[

Your friend has developed a machine learning approach to identify parasitic gaps.
If @ sentence has a parasitic gap, it correctly identifies it 95% of the time. If it
doesn't, it will incorrectly say it does with probability 0.005. Suppose we run it on a
sentence and the algorithm says it is a parasitic gap, what is the probability it
actually is2

G =gap

T = test positive

p(t1g)p(g)

1)=e— PLEPE)
P& = o pt 19+ PP ID)

0.95*0.00001

= ~0.002
0.00001*0.95 +0.99999 *0.005

39
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Probabilistic Modeling An example: classifying fruit
| ) | )
Training data
examples label
Model the data with a probabilistic
- model red, round, leaf, 30z, ... apple «
& @
o probabilistic
3 probabilistic specifically, learn p(features, label) green, round, no lecf, 40z, ...  apple model:
o model
£ pifeatores, label
s p(features, label) tells us how likely i ——
= these features and this example are yellow curved no lect, 492 . banana
green, curved, no leaf, 50z, ... banana
41 42

Probabilistic models

| ]
Probabilistic models define a probability distribution
over features and labels:

probabilistic
yellow, curved, no leaf, 60z, banana » model: » 0.004

plfeatures, lobel)

Probabilistic model vs. classifier
|
Probabilistic model:

probabilistic
yellow, curved, no leaf, 60z, banana » model: » 0.004

plfeatures, label)

Classifier:

yellow, curved, no leaf, 60z

probabilistic
» model: » banana

plfeatures, label)

43

44
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Probabilistic models: classification Probabilistic models
| |

Probabilistic models define a probability distribution

Probabilistic models define a probability distribution
over features and labels:

over features and labels:

probabilistic o
yellow, curved, no leaf, 60z, banana » modet » 0.004 yellow, curved, no leaf, oz, banana  mmy probesilsic  mmp( 0-004

model: ——
plfactures, labef) yellow, curved, no leaf, 6oz, apple  EEEp

plfeatures, label)

Given an unlabeled example: yellow, curved, no lecf, 6oz predict the label

For each label, ask for the probability under the model
Pick the label with the highest probability

How do we use a probabilistic model for classification/prediction?

45 46

Probabilistic model vs. classifier Probabilistic models
| |
. Probabilities are nice to work with
Probabilistic model: range between 0 and 1
probabilistic can combine them in a well understood way
yellow, curved, no lea, 60z, banana » model: » 0.004 lots of mathematical background /theory
plfeatures, labef) an aside: to get the benefit of probabilistic output you can
— sometimes calibrate the confidence output of a non-
probabilistic classifier
Classifier: o Provide a strong, well-founded groundwork
robgbiic Allow us to make clear decisions about things like
yellow, curved, no leaf, 60z model: banana regularization
plfeatures, label) Tend to be much less “heuristic” than the models we've seen
Different models have very clear meanings
Why probabilistic models?
47 48
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p(feature, label)?

the probabilities for the model?

Probabilistic models: big questions

Which model do we use, i.e. how do we calculate

How do train the model, i.e. how do we we estimate

How do we deal with overfitting?

Same problems we've been dealing

with so far

Probabilistic models

Which model do we use,
i.e. how do we calculate
p(feature, label)?

How do train the model,
i.e. how to we we
estimate the probabilities
for the model?

How do we deal with
overfitting?

ML in general
‘Which model do we use

(decision tree, linear
model, non-parametric)

How do train the model?

How do we deal with
overfitting?

49

50

Step 1: pick a model

Step 2: figure out how to
estimate the probabilities for

the model

Step 3 (optional): deal with
overfitting

Basic steps for probabilistic modeling

Probabilistic models

Which model do we use,
i.e. how do we calculate
plfeature, label)?

How do train the model,
i.e. how to we we
estimate the probabilities
for the model?

How do we deal with
overfitting?

Basic steps for probabilistic modeling

Step 1: pick a model

Step 2: figure out how to
estimate the probabilities for

the model

Step 3 (optional): deal with
overfitting

Probabilistic models

Which model do we use,
i.e. how do we calculate
plfeature, label)?

How do train the model,
i.e. how to we we
estimate the probabilities
for the model2

How do we deal with
overfitting?

51

52
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Data generating distribution Step 1: picking a model
| |
Training data Test set
~ ¥y g ~ e What we're really trying to do is model the data
| = [~ i
W Ol e ~4 N generating distribution, that is how likely the
-/ N L ~ © feature /label combinations are
@ /
o
e U e U
© 9 v U ®© 9 v o
data generating distribution data generating distribution
53 54
Some math Some math
| |

p(features,label) = p(x,,x,,....X,,,y)

=p(Mp(x;.%;,...%,, 1)

What rule?

p(features,label) = p(x,,x,,...,x,,,y)
= p(V)p(x;, Xy, 1Y)
=pWMpx 1 Y)p(xyses X, 1y, X))

= PP 1 Y)p(x, 1y, %) p(x5,e0,, 1y, %, X,)

=] [P 1 yxisexi)
1

55
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Step 1: pick a model
- m
p(features,label) = p(y)H POy, X X))

=1
So, far we have made NO assumptions about the data

Px, 1y, X%, 000X, 0)

How many entries would the probability distribution table
have if we tried to represent all possible values (e.g. for
the wine data set)?

Full distribution tables
|

[¢] 0 0 000 [¢]
0 0 0 000 1
1 0 0 000 [¢]
1 [] 0 000 1
[¢] 1 0 000 [¢]
0 1 0 000 1

Wine problem:
# all possible combination of features
= ~7000 binary features

= Sample space size: 27000 = 2

57

27000

72242001 12098175792966787
819625523770065529475725647805580929384462721864021 610886260081 60971 32874749204352087401 101862
690842327501724605231129395523505905.45.4421 455477250950909650788947809 468359293957 4112569473438
6191 2041
7017909041 26997095285
251
36049115624034999.471 441 6090573084242931 39621 1995367937301 2944795600248333570738998392029910322
346598038953069042980174009801732521069130797124201 696339723021 8353007 589784519525848553710885
8195631 43805167411 1422873731 27422122022517597 535994839257
029877 43121629778878.481855229281965417 66009803989
o7 4
4662263487685709621 261074762705203049488907 20897859368904706 342854853 1 668665657327 174660656185
609066484950801 276175461 457216176955575199211750751 4067775104967 2859082255854777 447242334900
764026321760892113552561241194538702680299044001 838585057671 9369689759366 1 21 356888838680023840
932567380777501 8914703049621 50996983853975207 1 54939633923720287 592041 51729.49370790977853625108
1

122302

9212297953848683554835357106034077891774170263636562027269554375177807.41 31 3455101 8100094688094
078112205738033537 112463295891 6237089 5804762459509 1 825301 636909236240671 4116443316561 59628058

3720783439888562390892028440902553829376

Any problems with this?

59
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