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Hidden units/layers
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Hidden units/layers


Multiple outputs

| Can be used to model multiclass |
| :--- |
| datasets or more interesting |
| predictors, e.g. images |

$26 \quad$

Neural networks
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| Backpropagation: the details |
| :---: |
| Gradient descent method for learning weights by optimizing a loss function |
| 1. calculate output of all nodes |
| 2. calculate the updates directly for the output layer |
| 3. "backpropagate" errors through hidden layers |
| What loss function? |

Backpropagation: the details

Gradient descent method for learning weights by optimizing a loss function
calculate output of all nodes
2. calculate the updates directly for the output layer
"backpropagate" errors through hidden layers

$$
\text { loss }=\sum_{x} \frac{1}{2}(y-\hat{y})^{2} \quad \text { squared error }
$$
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