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ABSTRACT
Acknowledging that society is made up of different sectors with
their own rules and structures, this paper studies the relevance
of a sector-specific perspective to AI ethics. Incidents with AI are
studied in relation to five sectors (police, healthcare, education
and academia, politics, automotive) using the AIAAIC repository.
A total of 125 incidents are sampled and analyzed by conduct-
ing a qualitative content analysis on media reports. The results
show that certain ethical principles are found breached across sec-
tors: accuracy/reliability, bias/discrimination, transparency, surveil-
lance/privacy, security. However, results also show that 1) some
ethical issues (misinformation, safety, premise/intent) are sector
specific, 2) the consequences and meaning of the same ethical issue
is able to vary across sectors and 3) pre-existing sector-specific
issues are reproduced with these ethical breaches. The paper con-
cludes that general ethical principles are relevant to discuss across
sectors, yet, a sector-based approach to AI ethics gives in-depth
information on sector-specific structural issues.

CCS CONCEPTS
• Social and professional topics; • Computing methodologies;
• Artificial intelligence; • Philosophical/theoretical founda-
tions of artificial intelligence.;
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1 INTRODUCTION
Artificial Intelligence (AI) has developed as a tool to improve effi-
ciency, reduce costs, and enable new activities in various contexts
with pilots and applications in, for example, fraud detection [6],
hiring [17], and law enforcement [56]. At the same time, it is widely
recognized that the deployment of AI is not without risks. In the
past years, AI-related controversies arose across a variety of cases
revealing issues ranging from surveillance, to biases and discrimi-
nation, and causing harm due to problems with the reliability and
security of such systems [14, 30]. The need to account for these
ethical issues has been widely acknowledged.With a “turn to ethics”
[59:2], actors from industry (e.g., [35, 51]), the public sector (e.g.,
[5, 40, 54]), and non-governmental organizations (e.g., [2, 18]) have
outlined principles to ensure the ethical, responsible and trustwor-
thy development and deployment of artificial intelligence in AI
ethics guidelines.

As important as such initiatives are for raising awareness for
ethical issues of AI, they have been criticized as being too abstract
[39, 57] and offering little to no practical applicability [66, 73, 75].
Furthermore, evaluations of AI ethics guidelines showed them to
be too generic [63], vague [60], and hosting a multitude of possible
interpretations [62], leading to a lack of clarity regarding how AI
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principles should be implemented, interpreted, or prioritized [12].
Based on such critique, some scholars question AI ethics guidelines
in principle [52]. However, one possibility to close the “wide and
thorny gap between the articulation of these high-level concepts
and their actual achievement in the real world” [31:66] is to make
AI ethics guidelines less abstract and ambiguous. To make abstract
concepts such as ethical principles and values sufficiently concrete,
they need to be viewed within a specific context.

This paper explores one approach to make ethics guidelines
more tailored towards social context: focusing on sectors and their
specific characteristics. A sector-based perspective to AI ethics
enables understanding how AI systems are embedded in specific
sectoral cultures with e.g. their norms, structures, activities, and
routines, which is a perspective that is thus far overlooked in the
AI ethics community. To elaborate, sectors are not explicitly used
as a conceptual tool, but rather implicitly treated as relevant in
relation to AI and robo-ethics in case studies such as elder care [15]
or education [64]. To address this gap in the literature, this present
paper aims to understand the feasibility of a sector-based approach
to AI ethics. Are certain ethical issues found in specific sectors, or
are ethical principles breached across sectors? In other words, it will
be studied whether it has merit being sensitive to contextual, sector-
specific information when understanding AI ethics, or whether
overarching and rather general values are sufficient in doing so.
Bearing this in mind, the guiding research question reads: How is
sectoral context related to breaches of ethical principles?

In order to answer this research question, breaches of ethical
principles are operationalized in terms of incidents with AI after
deployment, as is listed in media reports in the AI, Algorithmic
and Automation Incidents and Controversies (hereafter AIAAIC)
repository [1]. Five sectors are selected for an empirical analysis on
incidents with AI: healthcare, education and academia, police, poli-
tics, automotive. By comparing these sectors and their AI-related
incidents, it could be seen whether such incidents occur in isolation
(i.e. only within their respective sector), or across sectors. What
follows next is an overview of related work in AI ethics with a focus
on its principles and guidelines.

2 RELATEDWORK
In order to situate this current study in literature, related work that
addresses theoretical questions concerning principles and guide-
lines for ethical AI is discussed, followed by studies that also focus
on the sectoral context of AI ethics.

2.1 Principles and guidelines for ethical AI
The widespread adoption of AI technologies is increasingly ac-
companied by calls for mitigating the risks that AI technologies
pose. As a response, a variety of societal actors such as govern-
ments, policymakers and international organizations, businesses,
professional associations, advocacy groups, and multi-stakeholder
initiatives have produced ethical guidelines with the goal of defin-
ing and creating AI in accordance with ethical values and principles.
Despite the multitude of guidelines coming from different institu-
tional backgrounds, some overlap among the principles can be
observed. According to Jobin et al. [43], eleven overarching ethi-
cal values and principles are found when comparing eighty-four

AI ethical guidelines. These are, by frequency of the number of
sources in which they were featured: transparency, justice and
fairness, non-maleficence, responsibility, privacy, beneficence, free-
dom and autonomy, trust, dignity, sustainability, and solidarity.
Another paper [31] states that eight main principles were found
after analyzing thirty-six ethical guidelines: privacy, accountabil-
ity, safety and security, transparency and explainability, fairness
and non-discrimination, human control of technology, professional
responsibility, and promotion of human values. When comparing
these two papers and their results, partial overlap can be observed
in the content of these ethical guidelines, e.g., transparency, privacy,
fairness.

However, as Jobin et al. [43] note, relying on a numerical as-
sessment of mentioned ethical values and principles, i.e., assessing
which values and principles are mentioned how often, obfuscates
divergences regarding “(1) how ethical principles are interpreted;
(2) why they are deemed important; (3) what issue, domain or ac-
tors they pertain to; and (4) how they should be implemented”.
Thus, the landscape of AI ethics guidelines still is marked by ex-
tensive heterogeneity and is far away from “a unified framework
that can guide the governance of AI” [60:11]. This raises questions
about the applicability of AI ethics guidelines more generally, as
it is difficult for AI practitioners to determine which ethical issues
they may run into [61] and how they should interpret, account for,
and operationalize proposed ethical values and principles [31, 43].
This challenge has also been investigated empirically. A behavioral
ethics study on the effects of the ACM ethical guidelines [50] shows
that the availability of the guidelines alone has no statistically rele-
vant influence on ethical decision making and concludes that future
research needs to find different ways that can influence ethical
decision making. Vakkuri et al. [73] conclude in their study that the
academic discussion around ethical values has been too conceptual
and as a result, does not seem to have influenced the industry at
large yet.

In short, there are still things left unclear within the AI ethics
community. The rather broad character of AI ethics typically does
not account for social complexities and the situated realities of
ethical breaches. In the analysis, this is taken into account, as real
world incidents are examined in relation to such ethical values
and principles. In doing so, this study aims to understand how
applicable general AI ethics principles are in different sectors.

2.2 Sectoral context and ethical AI
To account for the ways the social environment shapes both the de-
velopment as well as the post-deployment phase of AI, researchers
have called for broadening the analytical lens [3, 23, 24]. As dis-
cussed in the introduction, this could be achieved by introducing
a sector-based approach, allowing to account for sector-specific
characteristics. The field of AI ethics does have numerous case
studies that ontologically assume the relevance of understanding
sectoral context in relation to AI ethics. For instance, in her analy-
sis on novel elder care technologies, Burema [15] argues that such
technologies embed a neoliberal understanding of the welfare state.
In other words, the (un)ethical nature of such technologies was
assessed in the context of the sector: aging, and the welfare system.
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Thereby, the author does not isolate the technology from its sectoral
environment.

One of the few publications that does explicitly refer to sectors in
understanding AI ethics is the European Commission’s High-Level
Expert Group on Artificial Intelligence [25]. The authors argue
that the AI ethics recommendations the EU has made thus far are
too general in their nature, and in-depth knowledge is needed for
specific sectors. In their paper, they choose three sectors to make
specific recommendations for the creation and deployment of AI in
relation to three sectors: health care, the public sector (e-governance
and justice/law enforcement), manufacturing, and (industrial) Inter-
net of Things (IoT) sector. Though these authors thereby explicitly
acknowledge the relevance of being sensitive to sector-specific con-
texts of AI ethics, the work reads as three different case studies
on three different sectors in which the content of these recom-
mendations was made based on workshops with experts from the
respective fields, i.e. without data about deployment.

In contrast, this study does two things differently: 1) instead of
solely describing ethical issues for each individual sector, this paper
compares the ethical issues of sectors to see how sector-specific
mechanisms are (not) relevant when discussing AI ethics, 2) instead
of relying on expert interviews, this paper analyzes incidents in
particular sectors after deployment, which provides the opportunity
for analyzing AI systems and their use “in the wild”. Furthermore,
by looking at incidents post-deployment, this study takes a broad
definition when defining a sector compared with the approach of
the European Commission [25]: it does not only concern industry
actors situated in a sector, but also users. A sector, therefore in this
paper, functions as a broader frame of reference where the incidents
took place.

3 METHOD
This study sampled incidents based on media reports shown in the
AIAAIC database developed by Pownall [1]. At the time of writing
this paper, this database covers more than 950 entries of incidents
and includes several variables, such as sector, country, year, and
URL links of media reports. For this study, two variables are of
interest: sector and URL links that relate the incident to the media
report. The content of these media reports is analyzed qualitatively
with a thematic analysis according to sector as is explained later.
First, the selection procedure for the sectors is explained, as there
were many to choose from in the database.

This paper does not follow a predefined operationalization of sec-
tors, where certain sectors are chosen over others before sampling.
Rather, sectors are selected based on feasibility and sample size (i.e.
the number of incidents per sector in the database): it needs to be
feasible to code the data in a limited amount of time while keeping
a sufficient number of cases. For that reason, the biggest sector,
“technology”, is omitted for this study because the database shows
more than 220 incidents and is therefore not feasible to code quali-
tatively in a restricted amount of time, as well as the smaller sectors
such as “religion” which shows one incident with a robot priest
and is therefore too small in sample size to draw any conclusions.
This sampling procedure resulted in the selection of five sectors: po-
lice, education and academia, politics, automotive, and healthcare.
Initially, taking all the sectors together, a total of 180 cases were

identified. After the data was cleaned by two analysts, the sample
size was reduced to n=125 cases: police (n=39), education/academia
(n=34), politics (n=16), automotive (n=21) and healthcare (n=15).
The exclusion criteria applied are: duplicates, not accessible media
reports (e.g., paywall), cases that do not relate to AI technologies
per se, technologies that are not deployed yet, or media reports that
do not discuss an incident (e.g., commentary texts that expressed an
author’s opinion about an incident or an entire field). Furthermore,
cases that were labeled incorrectly according to sector, were moved
to the respective sector. In total, 55 cases were excluded due to these
reasons, resulting in a sample size of n=125. It should be noted that
the database was retrieved in February 2021. Since then, more cases
were added to the database and it has been reorganized.

The content of the media reports is analyzed qualitatively with
a thematic analysis. In essence, this is a tool for data reduction by
first exploring the data, then establishing initial codes, and finally
establishing themes by comparing and contrasting codes. The unit
of analysis is the incident itself, not themedia report. In other words,
the analysis is not conducted on a semantic level (e.g., framing
analysis or discourse analysis) but rather on a descriptive level
(i.e., understanding the critical elements of the AI incidents by
directly assigning a descriptive code). To elaborate on this process,
first the media reports are read in order to understand the nature
of the incidents. Then, the media report is coded in terms of the
ethical issue that is described in the report (i.e. breach of ethical
principle). Since these reports typically deal with a case that has
multiple issues, one media report is able to include more than one
ethical code. Additionally, special attention is paid to sector-specific
activities: where exactly did the incident in the sector take place?

Thus, two pieces of information are analyzed and coded from
the media reports: the ethical issues (i.e. what ethical principle
has been breached?) and sector-specific activities (i.e. where is
this incident situated within the sector?). Concerning the former,
it should be noted that the database already coded each incident
according to the respective ethical issue (e.g., accuracy/reliability,
transparency, etc.). However, all incidents are re-coded with the
purpose of this study in mind, albeit sometimes with the same
terminology. The reason for reassessing each incident in terms
of their ethical issue is because certain incidents were initially
coded in ways that were not aligning with this research’s aim. For
instance, codes such as “marketing” and “ethics” were found to
describe certain incidents. Still, bad marketing is not inherently an
AI-related ethical incident, and using “ethics” as a label to describe
unethical AI deployment is too generic.

After getting to know the data and developing initial codes, the
rest of the coding process involves steps in data reduction: how
are these initial codes related to one another (i.e., is there overlap
found?), and are there themes able to be established? This is an
iterative process, especially for the data and codes that describe
sectoral activity. This coding procedure resulted in a couple of
themes that describe the ethical issue (i.e. what ethical principle
has been breached?) as well as themes that describe their sectoral
context in terms of activities (i.e. where is this incident situated
within the sector?), as is discussed in the results. The final step
is to compare the results across sectors: are certain themes only
occurring in particular sectors, or is there overlap found? Can we
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speak about general ethics or should AI ethics be tailored towards
sectoral contexts?

4 RESULTS
The results are presented in two parts: first a description of the
incidents per sector are described in detail. Here, the core ethical
principles that are breached (e.g. transparency) are described as well
as the sectoral activities (e.g. tracking, monitoring and identifying
people in the police sector). Then, two tables are presented in which
the sectors and ethical issues are compared.

Before discussing the results in-depth, it should be noted that
the data used for this study are media reports. Therefore, the list of
incidents are not exhaustive due to media bias, as some topics might
be picked up more than others in favor of media logic. Thereby, not
all incidents that occurred after deployment and their ethical issues
in their respective sector are reflected in the results. Also, it means
that the incidents were not observed first-hand, but are filtered
through observations of the reporter and its editorial process. This
issue of relying onmedia reports for the analysis is further discussed
in the limitations section of this paper.

4.1 Description per sector
4.1.1 Police. When AI is deployed in the police sector, it concerns
issues related to tracking, monitoring, or identifying people. Often
but not always, this is done with the help of personal data. AI
technologies can be used in both ongoing police investigations and
predictive policing. What all cases (n=39) in the database have in
common is the use of AI for either visual detection of objects or
people, or administrative purposes. When AI gets used in this sector,
ethical themes relate to accuracy/reliability, bias and discrimination,
transparency, surveillance and privacy, as is explained next.

Accuracy/reliability relates to cases that misidentify people,
sometimes leading to wrongful arrests [44]. This ties in with an-
other theme: bias and discrimination, as certain racial minorities are
often misidentified as also the case of [44] shows. The issue of trans-
parency relates to not knowing when personal data is being used,
and for what purpose. For instance, Biddle [11] discusses how the
Los Angeles police department requested home security videos of
Amazon Ring users to identify protesters in the Black Lives Matter
protests. Though the author hints to the possibility of using video
footage for facial recognition, and calls surveillance through Ring a
“ubiquitous camera network” there is much unclarity about the use
of data: “Policies guiding how long cops can retain privately ob-
tained data like Ring videos—and what they can do once it lands on
their hard drives—are rare and typically weak”. This latter example
also ties in with privacy/surveillance issues: as new technologies
were primarily used by the police to track, monitor, or identify
people, it by default taps into issues of privacy and surveillance.
The use of personal data to observe citizens is for instance found in
China, where illegal street crossings are being detected with facial
recognition software at intersections. After being detected, pictures
of supposed offenders are publicly displayed at those intersections
on LED screens, and a fine is announced via text message to the
offenders [70]. In other words, law enforcement is able to observe
its citizens closely with AI, in this case leading to public shaming
and fining.

4.1.2 Education and academia. Education - The incidents related
to this sector (n=25) concern teaching and administrative activities
that can be divided into three types: 1) evaluation and grading
2) monitoring and tracking behavior of students; 3) physical and
digital access. These three types of activities show a mix of different
ethical issues, as is explained next.

Issues with grading show problems with accuracy/reliability
and bias/discrimination. Meaning, the systems were not doing the
tasks that they were supposed to do but also affect certain socio-
demographic groups differently than others. To elaborate, the algo-
rithms used are not accurate or reliable, for instance, when grading
tests [19] or predicting students’ grades that otherwise could not
be performed due to Covid 19 [26]. Bias and discrimination were
found when the technologies disadvantage certain groups over oth-
ers, typically (and at the intersection of) gender and race, such as
AI that predicts student success [28], or assesses PhD applications
[58].

Tracking and monitoring the behavior of students predomi-
nantly breaches principles of privacy and surveillance, but also
bias/discrimination and security. Concerning the latter, cybersecu-
rity breaches were found in, for instance, online learning environ-
ments and proctoring software [46] though this does not inherently
have to do with AI per se but rather could be seen as a side-effect
when AI gets implemented. Examples of privacy and surveillance
breaches are proctoring software used to administer tests [29], or
facial recognition used in Australian schools to check attendance
[7]. Bias and discrimination occurs when for instance proctoring
software does not identify students with dark skin tones [20].

Access refers to physical access to school and its environment
or access to digital learning environments of schools on the basis
of biometric data. The incidents related to restricting access due to
misidentification. In doing so, the systems are biased/discriminatory
or inaccurate. For instance, in the Lockport city school district in
the US, media reports mention how the system disproportionally
misidentifies black students [27]. Furthermore, there are privacy
issues as biometric data are stored, processed, and shared to regulate
access [49].

Academia - In academic publications (n=9), the ethical issues
concern ethically disputable premises of hypotheses and underly-
ing arguments used to test and create AI. In other words, when
publishing, scholars have to specify what ideas they are testing or
developing and why, in this case all publications develop an AI or
a component thereof. The ethical issues of these incidents do not
refer to the output (i.e. how well the AI is performing), rather, the
very starting point of the academic publication: the initial ideas
that lead to the development of a newly developed AI system. Ex-
amples are a publication that developed AI to detect people’s sexual
orientation with facial recognition [47], or similarly a publication
that uses facial recognition to predict political orientation [79].

4.1.3 Politics. The sector “politics” in the dataset refers to the
communication of political viewpoints in which deepfakes and
twitterbots are created by citizens and political organizations alike
to credit and discredit political figures and/or their agendas (n=16).
The incidents that occurred in this sector concern ethical issues
with misinformation and transparency by communicating messages
without disclosing that AI was involved in the construction of the
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messages. To clarify, 15 incidents (out of 16 cases) concerned the
communication of a message by a deepfake of a politician. Without
a disclaimer that such technologies were involved when creating
the message, this can be misleading about the authenticity of the
message. The content of these deep faked messages ranges from
creating fake political statements from politicians [71], to videos
used in political election campaigns [53] and advertisements by
lobby groups [80]. Only one case was found that did not directly
involve audiovisual deepfakes: Twitter bots that disseminated mis-
information about climate change [9]. Nonetheless, what all cases
have in common, regardless of the exact technology used, is that
the incidents concern the communication of political ideas with AI
to the general public.

4.1.4 Healthcare. In healthcare (n=15), the activities where AI-
related incidents were found concern care provision and medical
analyses (i.e. prevention/prognosis/diagnosis), data management
(i.e. storing/sharing/tracking medical data), and allocation of care.

Care provision and medical analyses refer to the actual “doing”
of care: Prevention, prognosis, and diagnosis. Flawed COVID-19
prediction models [72], and digital symptom checkers [33] show
issues with AI’s accuracy/reliability. There were issues found in AI
with bias/discrimination towards certain populations (most typi-
cally gendered and ethnic/racial) e.g., estimating kidney function
[65] and in chest x-ray classifiers [76]. Finally, scientists criticized
Google’s lack of transparency in their breast cancer predicting AI
[77].

Data management refers to the administration and logistics
of handling personal and medical information: storing, sharing,
and tracking of medical data. This concerns issues with surveil-
lance/privacy such as the case of Amazon’s Halo Band [32], a fitness
tracker that constantly tracks medical data of the person wearing it,
and an incident of asking for private medical data on the platform
Facebook by a chatbot linked to the account of Israeli politician Ne-
tanyahu [69]. Also, transparency is an issue with storing, sharing,
and tracking medical data, as for instance the transfer of medical
data from a healthcare provider to Google was criticized for not
informing the patients [22].

Concerning the allocation of care, two incidents were found:
one involving the allocation of care work (i.e. how many hours a
caregiver ought to spend with their patient) [45], and a case that
concerns the allocation of Covid-19 vaccines [78]. Both of these
incidents showed issues with accuracy/reliability, as the people in
need of care were not able to access it due to inaccurate algorithms.
At the same time, there were issues with transparency, as it was un-
clear in the case of Covid vaccination allocation how the algorithm
makes its decision [78].

4.1.5 Automotive. All identified incidents in the automotive sector
(n=21) involve self-driving cars in traffic. Three main causes were
identified: external, human, and other (i.e. difficult to determine
who/what caused the incident).

External incidents refer to incidents with self-driving cars in
traffic due to external manipulation by researchers for the sake of
calling for more security in self-driving cars [13, 68]. Self-driving
cars were manipulated with, for instance, shiny stickers, drones
with projectors, or through taking remote control to move seats,
trigger indicators, wing mirrors, and windscreen wipers.

Human incidents concern incidents with self-driving cars in traf-
fic due to human error. In these cases, drivers watched movies [34]
or slept while using the autopilot [16], leading to slow responses of
the driver when approaching subjects such as pedestrians or other
cars or due to exceeding speed limits. Sometimes, human error
does not necessarily refer to the human driver of an autonomous
vehicle. Rather, two incidents in the database show how human
error occurs when also other participants in traffic make estimation
errors allegedly [10, 55].

In other types of incidents, it is difficult to determine the cause
of the incident due to either the nature of the incident or lack of
details reported about the incident. For instance, cases where the car
could not detect a white vehicle due to bright weather while human
drivers allegedly were not attentive enough [36, 37], or car crashes
where details of the incident are missing [21, 38]. However, even
though it is difficult to pinpoint responsibility and cause, it does
not mean that there is no indication of possible technical issues:
e.g. when the autopilot emergency braking systems were not used
when an object or traffic situation was not (timely) detected [37]
or all the lack of defensive driving when approaching a pedestrian,
e.g. allegedly stopping too close to the subject [74].

Interestingly, there is a case involving two autonomous vehicles,
i.e., a traffic situation where the key players are technologies, not
humans. Two self-driving cars nearly collided when one car tried
to switch lanes while being cut off by the other car. The crash was
prevented as the first car detected the other one on time and waited
until the lane was clear again [42].

All these incidents relate to safety, accuracy/reliability, and se-
curity issues with autonomous driving vehicles. Safety refers to
(the lack of) physical harm when, for instance, a self-driving car
crashes or is involved in any type of physical accident [e.g., 38].
Accuracy/reliability shows the lack of accuracy and reliability in
the use of sensors e.g. for recognizing objects in traffic [e.g., 37].
Security deals with safety from external manipulation [13, 68].

4.2 Comparing sectors
While the analysis above provides a rich description of each specific
ethical issue and how it relates to its respective sector, boiling down
the results to key insights, one can identify the following overlap
between sectors (table 1).

This indicates that there is merit in the approach of gen-
eral AI ethics guidelines and principles because several issues
are not sector specific but cut across different sectoral contexts:
accuracy/reliability, bias/discrimination, transparency, surveil-
lance/privacy, security. Yet, even though the findings show that
ethical values span across sectors, there are sector-specific charac-
teristics found in the data when looking at specific sectoral activities
as is explained next.

In addition to understanding ethical issues within their sectoral
context, specific sectoral activities are also studied. Focusing on
these activities reveals further contextual characteristics of the
sector: the actions that are inherent to the sector that AI systems
got involved in. This gives additional information on the nature of
the incidents.

When reading this table, three things are observable, 1) certain
ethical issues are found in only one sector, 2) the same ethical issue
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Table 1: Ethical issues listed by sector

Sector Ethical issue

Police Accuracy/reliability, bias/discrimination, transparency, surveillance/privacy
Education Accuracy/reliability, bias/discrimination, transparency, surveillance/privacy, securitys
Academia Premise/intent
Politics Misinformation, transparency
Healthcare Accuracy/reliability, bias/discrimination, privacy/surveillance, transparency
Automotive Safety, security, accuracy/reliability

Table 2: Ethical issues and sectoral activities listed by sector

Sector Ethical issue Sectoral activity

Police Accuracy/reliability, bias/discrimination, transparency,
Surveillance/Privacy

Predictive or investigative
tracking/identification/monitoring

Education Accuracy/reliability, bias/discrimination, transparency,
surveillance/privacy, security

Administrative work and teaching (Regulating access,
tracking student behavior, evaluating work)

Academia Premise/intent Academic publishing
Politics Misinformation, transparency Political communication and persuasion
Healthcare Accuracy/reliability, bias/discrimination,

privacy/surveillance, transparency
Care provision and medical analyses, data management,
allocation of care

Automotive Safety, security, accuracy/reliability Self-driving cars

that is being breached across sectors leads to different consequences
and refers to different meanings 3) pre-existing sector-specific struc-
tures are reproduced, as is explained next.

First, there are some ethical issues that are inherently sector-
specific. In academia, the only ethical concern found is the issue of
having questionable premises or intentions when developing the
technologies (table 1). In other words, the AI systems were not at
fault when the incident occurred, rather the worldviews/theories
that humans hold when developing the technologies. While this
in itself could happen in other sectors, i.e. having bad intentions
or unethical ideas about the sociotechnical, when looking at the
sectoral activity, it shows that this relates specifically to scientific
publishing (table 2). To elaborate, the realm in which this incident
occurred is where academia produces its knowledge, i.e. the cre-
ation of scientific output. Framed differently, the premise/intent
principle that is being violated relates to scientific ideas that are
being published: ethically questionable hypotheses and theoretical
premises prior to developing the AI, that guides the narrative in
the publication. To give an example, an AI “gaydar” was developed
in academia and got published [47]. Regardless of how the tech-
nology itself is working, the main theoretical starting point was
ethically questionable, i.e. the “need” that one can or should scan
faces to detect one’s sexual orientation. In other words, the main
concern for academia in relation to AI deployment is the social and
moral theories that scholars that develop AI hold. Again, this is
not something only academia struggles with, as developers in all
sectors could have questionable premises/intent when developing
their technologies. However, the data shows that it is inherent to
academia to focus on scientific publishing, which by default links

the questionable premises/intent with unethical hypothesizing. In
other words, this intersection is a quirk specific to the sector of
academia (i.e. coming up with unethical hypotheses and theoretical
premises which then get tested and published).

Similarly, the ethical issue of “misinformation” was only found
in the sector of politics, albeit together with the breached ethical
principle of “transparency”. When looking at the sectoral activity,
one can see that it relates to political persuasion (table 2). All in-
cidents in the political sector thereby relate to creating a political
message with AI, but this message is 1) not disclosing that AI was
made in the making of the message, thereby not being transparent
and 2) having elements of deceit/not being factual, thereby being
able to misinform the audience. To elaborate, the incidents all relate
to deepfakes and twitter bots that spread political messages but
are not informing the audience about the nature of such messages.
While such technologies could also be used in other sectors for
other purposes than politics, for instance, in popular culture for
satire purposes, the sector “politics” specifically struggles with this
phenomenon, as the data for instance do not show other AI-related
incidents in other realms of the political sector (e.g. using AI for
administrative work in the political sector) or other ethical values
being breached that were repeatedly found across other sectors (e.g.
accuracy/reliability). This does not mean that there are no other
activities in the sector of “politics” where AI could get deployed in,
but rather that the most pressing issue (according to media logic
and the public sphere) where AI gets deployed are activities related
to public persuasion. Political communication and persuasion are
activities specific to the sector, to, for instance, assert dominance
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of certain political ideas over others. By doing so, the sector “pol-
itics” is prone to misinformation and transparency when AI gets
embedded into this context. The results show that the combination
of ethical principles being breached, i.e. misinformation and trans-
parency play into those pre-existing sector-specific characteristics:
the struggle of competing belief systems.

Second, one can see that if the same ethical principles are
breached, it leads to radically different consequences in different
sectors, as the principle intersects with the sectoral activity. The
same principle can manifest differently in different sectors due to
the sectoral activity being involved. To give an example, when the
principle “security” is being breached, which in all cases means
the event where an external person hacks into a system, the con-
sequences for the sectors “education” and “automotive” are very
different. In “education”, as seen in table 2, a security breach hap-
pens in administrative and teaching activities, i.e. everything that
relates to grading or administering data and information about stu-
dents. The worst outcome that could happen in a security breach,
is that an external person would be able to access, retrieve, and
modify personal data. However, for the automotive industry, a se-
curity breach could potentially have physical consequences as all
AI-related incidents refer to self-driving vehicles (table 2). If exter-
nal actors are able to hack the autopilot of cars, the possible effects
are bodily. This does not mean that one ethical problem is lesser
than the other. Rather, it means that in order for people to truly
understand the nature of the breach of an ethical principle and
its potential consequences, it has merit trying to understand the
sectoral activity it is embedded in.

Related to this argument, not only are the consequences of ethical
breaches different for different sectors, regarding transparency, the
meaning of the ethical value in itself can be different for different
sectors. Transparency in the political domain focuses primarily
on the transparency that AI systems were used to, for instance,
manipulate images or videos (“deepfakes”) whereas the question of
how the manipulation was conducted technically is less relevant
from an ethical perspective. After all, the ethical breach lies in
political persuasion (table 2) where the goal of the AI is to convince
people of certain beliefs without revealing the lack of authenticity
involved in creating the message, thereby it is irrelevant to know
from an ethical perspective e.g. which data is used to create such
AI systems or showcase technical documentation. In healthcare,
however, transparency refers to technical elements of AI such as
data and methods that are used to construct the AI that could
influence for instance care provision and medical analyses (table
2). Whereas the former breaches of transparency concern the lack
of revealing that an AI was used, the latter refers to the lack of
transparency involved where AI classifies things or comes to a
certain decision.

Third, when intersecting the ethical value with the sectoral activ-
ity, it raises the question whether the phenomena are really new or
whether it is rooted in a sectoral structure. As an example, the sec-
tor police is discussed in detail. Surveillance and privacy are ethical
issues that could be seen as inherent to police work, since police
work is a form of state governance that, with or without AI and ma-
chine learning, involves monitoring and identifying suspects [48].
This would require some form of gathering personal information
from people. Also, when tracking, identifying or monitoring people,

bias and discrimination is not a new phenomenon following the
introduction of new technologies, but police work has previously
been associated with racial bias [8]. Of course, the source of human
bias and machine bias might be different. But the phenomenon
itself in the police force is not new. In terms of transparency, it
should equally be questioned whether law enforcement has thus
far, i.e. without AI, been transparent in terms of how they collect
their data and how much this differs when AI is being used. Finally,
accuracy/reliability is an ethical theme that refers to the technicali-
ties of the AI: if it works as it is intended. Thereby this theme by
default does not discuss e.g. how accurately human police officers
identify their suspects, but rather how well a machine performs this
task. Nonetheless, one could still make the claim that also without
AI police work has issues with accuracy/reliability, since making
mistakes such as misidentification and making false estimations is
by definition a human quality.

Of course, it is one-sided to claim that all of these ethical issues
are inherent to the sector without intervention of AI systems, as
if technologies do not introduce societal change and new ethical
issues. To take the principle of surveillance/privacy as an example:
one could for instance argue that the scalability of surveillance and
privacy breaches in relation to tracking, identifying and monitoring
people have the potential to increase or change form. To elaborate,
Andrejevic and Gates argue that whereas prior, surveillance was
targeted, data-driven surveillance techniques allow for a “collect-
everything approach” [4]. However, this current paper does not
deny that AI systems could trigger social change in form or inten-
sity. Rather, the main argument is that the very premise of these
ethical issues is sometimes inherent to the sector. For example, one
of the core activities in the police sector is surveilling. It is thereby
no surprise that ethical breaches occurred related to privacy, trans-
parency and surveillance, when AI got deployed in this sector. In
other words, the ethical problems with AI are arguably rooted in
something rather stable and structural: specific sectoral routines
and structures.

5 DISCUSSION
The results show that most ethical themes are recurring across sec-
tors: accuracy/reliability, bias/discrimination, transparency, surveil-
lance/privacy, security. This means that it makes sense to discuss
ethical issues on a more general level as there is empirical evidence
that some principles are repeatedly breached in across contexts.
General ethical values and principles can and should be addressed
when, for instance, discussing and conceptualizing ethics in poli-
cies, academic texts, or public communication. Furthermore, what
this present paper also shows, is that additionally, knowing sectoral
context can be helpful when understanding AI ethics in-depth as is
explained next.

Taking sectoral context into consideration, one becomes aware
they have their own dynamics and routines: the police surveils,
teachers administer tests, physicians diagnose. Understanding these
activities helps with understanding AI ethics better, as it is no sur-
prise when AI gets deployed, e.g. issues of safety occur in the auto-
motive industry, misinformation and transparency in politics, or
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questionable theoretical premises are put forward in academic pub-
lishing because such principles and values are related to their respec-
tive sector and their specific activities. In other words, the results
show that there is merit in understanding how ethical principles
intersect with sectoral activities, as these reveal specific meaning
of AI deployment in specific sectoral contexts. Therefore scholars,
developers and operators, and other actors of AI systems ought to
take sectoral context that an AI system is deployed in into account
because each sector has its own quirks. Moving forward, applying
a sector-based approach to AI ethics means studying the activities
of that respective sector. Taking it one step further, one could even
argue that domain specific knowledge is needed to assess sectors
before AI deployment with e.g. a historical analysis. By doing so,
one can understand why some ethical issues are more prevalent in
a sector than others, even before AI systems are deployed.

Knowing that sectors have specific cultures and quirks, has sev-
eral implications for the field of AI ethics. First, a sector-based
approach argues for sector-specific sensitivity when discussing
guidelines. A sector-based approach to AI ethics can address vary-
ing demands on and trade-offs to ethical values and principles. For
instance, in policing, there is a legitimate interest for some level of
secrecy to not hamper police investigations. Other sectors make dif-
ferent demands on trade-offs to ethical values and principles. There-
fore to evaluate privacy or transparency-related incidents, requires
to make sector-specific considerations. To give another example of
such trade-offs, while some of the accuracy- and reliability-related
issues of autonomous vehicles presumably can be best solved by
advancing capabilities on the basis of providing more training data,
such calls for ever more data are problematic in other sectors where
data is oftenmore personal and sensitive. For instance, the increased
use of personal data in education is considered to be highly problem-
atic due to privacy issues and problems regarding consent [41, 67].
In policing, the surveillance necessary to acquire data is a vividly
discussed ethical issue itself [4]. The solutions that AI ethics guide-
lines suggest using to address specific ethical issues need to take
these context-specific requirements for solutions to ethical issues
into account. In contrast to non-contextualized general AI ethics
guidelines, sector-specific guidelines with their much smaller scope
can name and discuss sector-specific risks, and, in doing so, pro-
vide much more awareness for specific ethical issues. For instance,
the historical issues in the political sector concerning attempts to
persuade masses with certain beliefs and thereby not always being
truthful or honest about their reporting (regardless of the use of AI
or not), shows that the ethical value of accuracy/reliability of the
system (as shown in the results, an often-found problem across the
sectors) is less relevant to focus on compared with misinformation
and transparency. In other words, a sector-based approach shows
how certain issues are particularly relevant for some sectors, while
less so for others. A sector-based approach to AI ethics can take
these differences into account.

So far, contextuality is highlighted as one of the key aspects of a
sector-based approach: try to understand each sector’s activities,
because ultimately, the technology gets embedded in this context
and might reproduce and reinforce ethical issues that are already
present. However, what this perspective does not offer, is an out-
look on how AI technologies are able to change the dynamics of the
sector. For instance, while the analysis shows that the automotive

industry has safety in their breaches of ethical values, it does not
show how autonomous vehicles could change the notion and per-
ception of safety if a car is driven by non-human drivers compared
with human drivers or the scalability of faked/inauthentic political
messages in the field of political persuasion with deepfakes and
twitter bots.

A second limitation concerns the data used in this study. This
study shows representations of incidents, as they are represented
in media reports – i.e., secondary data. This means, that 1) the
narrative is framed by media outlets with their own media logic
(i.e. the inner workings of the media sector), although it should be
noted that the performed method of analysis is not on a semantic
level, and 2) it might be that other kinds of incidents occurred post-
deployment, but were not picked up by the sampled media reports.
For instance, in politics, all cases except one relate to deepfakes that
communicate political messages or ridicule political personas. How-
ever, the political sector concerns more than mediated messages.
It is also an administrative institution in which AI technologies
could be used. Similarly, in the automotive sector, media reports fo-
cused primarily on incidents with self-driving cars. Yet, AI systems
might also be used for administrative purposes in the automotive
sector and different ethical issues might arise there. Such potential
blindspots could be related to having media reports as the unit of
analysis. Future research on incidents could consider different types
of data to understand human-computer interaction or human-robot
interaction “in the wild”, with e.g. an ethnography.

Third, the sampling strategy of this paper ended in 2021. Ar-
guably, many other AI technologies have been introduced and
deployed since then. The deployment of AI and its consequences
are a moving target to study, and therefore it is important to study
how the landscape of AI ethics has changed over time. Follow-up
studies could thereby replicate this research to understand if the
sheer increase in incidents also somehow diversifies the nature of
the incidents in their breaches of ethical principles in particular
sectoral contexts.

6 CONCLUSION
This article makes the case for a sector-based approach to AI ethics,
in which sectoral context is regarded as relevant information to
understand the ethics of AI deployment. To do so, it analyzes n=125
incidents from the AIAAIC repository [1] from the sectors police,
education/academia, politics, healthcare, and automotive. The anal-
ysis shows that while certain ethical issues are recurring and their
relevance spans across sectors, 1) other ethical issues are inherently
related to specific sectors, 2) ethical issues appear to have different
meanings and manifest differently in different social contexts 3)
the problems with AI-deployment are related to pre-existing is-
sues in the sector (i.e. prior to AI deployment). Instead of asking
how AI ethics ought to look like, a sector-based approach argues
to look at the activities and pre-existing social realities of such
sectors, in order to understand the situated context of AI deploy-
ment. It serves as an addition to general AI ethics guidelines that
have been described by the AI ethics community in terms of their
vagueness, high level of abstraction, and ambiguity, as well as them
being generic, difficult to apply, and vague [31, 43, 60]. While these
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principles could be viewed as rather generic etc., they are empir-
ically found breached across contexts. A sector-based approach
serves as an additional view to AI ethics that enables scholars and
practitioners to understand the relevance of sectoral cultures in AI
deployment.
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